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Abstract—Pansharpening is an important application in remote sensing image processing. It can increase the spatial-resolution of a multispectral image by fusing it with a high spatial-resolution panchromatic image in the same scene, which brings great favor for subsequent processing such as recognition, detection, etc. In this paper, we propose a continuous modeling and sparse optimization based method for the fusion of a panchromatic image and a multispectral image. The proposed model is mainly based on reproducing kernel Hilbert space (RKHS) and approximated Heaviside function (AHF). In addition, we also propose a Toeplitz sparse term for representing the correlation of adjacent bands. The model is convex and solved by the alternating direction method of multipliers which guarantees the convergence of the proposed method. Extensive experiments on many real datasets collected by different sensors demonstrate the effectiveness of the proposed technique as compared with several state-of-the-art pansharpening approaches.
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I. INTRODUCTION

PANSHARPEning refers to the fusion of a high spatial-resolution panchromatic (PAN) image and a low spatial-resolution multispectral (MS) image to recover a high spatial-resolution MS image. PAN and MS images are acquired almost simultaneously by sensors mounted on many optical satellites, such as IKONOS and QuickBird. Due to physical constraints, the fusion of the PAN and MS products represents the only viable solution to attain a high resolution in both the spatial and spectral domains. The interest of the scientific community in pansharpening can be attested from the contest launched by the Data Fusion Committee of the IEEE Geoscience and Remote Sensing Society in 2006 [1], [2] and the review papers in [3] and [4]. Commercial products, see for instance Google Earth, are exploiting pansharpened images making pansharpening an important preliminary step for several image analysis tasks, see e.g., change detection [5].

Most of the pansharpening papers in the literature are based on paradigms such as component substitution (CS) and Multiresolution analysis (MRA). The former relies upon the substitution of a component of the image, after a spectral transformation of the MS data, with the PAN image, see e.g., the intensity-hue-saturation [6], the principal component analysis [7], and the Gram-Schmidt (GS) spectral sharpening [8]. These methods first project the upsampled MS images into a new space, then substitute the image components by the image details of PAN image, and finally apply an inverse projection to get the high spatial resolution pansharpened image. CS methods have in general a low computational burden, but the results can be affected by spectral distortions. The MRA approach is based on the injection into the MS image of spatial details (i.e., high spatial frequencies not resolved in the MS image) that are obtained from the PAN image, e.g., additive wavelet luminance proportional [9], Laplacian pyramid [10], generalized Laplacian pyramid [11], “à-trous” wavelet transform [12], and so on. In contrast to CS techniques, MRA approaches mainly suffer from spatial distortions while preserving spectral information well.

Besides CS and MRA based methods, variational regularization based ones are also popular [13]–[27]. Ballester et al. [13] proposed a variational regularization pansharpening method based on two assumptions: one is that PAN image is the linear combination of high spatial resolution multispectral bands and the other one is that the PAN image could provide high spatial resolution information for the multispectral image. However, this method sometimes suffers from spectral distortion due to the first unrealistic assumption [3]. To overcome this...
limitation, Möller et al. [14] combine wavelet based fusion and the pansharpening. Jiang et al. [24] presented a sparsity-promoting regularization model for pansharpening tasks, in which a Hyper-Laplacian penalty\(^1\) using \(\ell_{1/2}\) norm is employed for spectral preservation. This non-convex model can be efficiently solved by the alternating direction method of multipliers (ADMM) approach. Pansharpening based on unmixing turns out to be effective as well. Work in this direction includes that of [28] and [29]. For instance, Yokoya et al. [28] proposed an image fusion approach from the perspective of coupled nonnegative matrix factorization (CNMF) unmixing. This method can produce high-quality fusion results, both spectrally and spatially.

Recently, convolutional neural networks (CNNs) based methods have been proposed and show very powerful ability for the pansharpening application, see e.g. [30]–[35]. These CNNs models are generally based on the assumption which the relationship between HR/LR multispectral image patches is the same as that between the corresponding HR/LR panchromatic image patches. By this assumption, one can learn a mapping through a neural network to finally determine the pansharpened image. To the best of our knowledge, the first work of using CNNs for pansharpening is proposed by Huang et al. [30]. Afterwards, Masi et al. [31] adopt a simple and effective three-layer architecture, which is recently proposed for super-resolution [36], to pansharpening application. This method can obtain the state-of-the-art pansharpening performance. Yang et al. [34] present a deep network for the pansharpening, which is called PanNet. This method designs the PanNet architecture by incorporating domain-specific knowledge, as well as mainly focuses on two important issues, i.e., spectral and spatial preservation. In summary, the CNNs based approaches have become a new trend in the pansharpening problem, and shown the excellent fusion ability.

In this paper, we extend our previous work on single image super-resolution [37] to pansharpening in a variational format. In [37], the super-resolution problem was solved from an intensity estimation perspective. It was assumed that the high-resolution image is a discretization of an underlying image intensity function defined on a continuous domain. Since an image usually contains smooth components and discontinuous components such as edges. The intensity function is assumed to be the sum of two functions, one describing the continuous component and one describing the edges. The smooth function is chosen from RKHS and the edge function is represented using AHF. When extending the idea to pansharpening, we model each band of the high resolution multispectral image using a redundant basis with the help of RKHS and AHF. Differences between coefficients of adjacent bands are put in the minimization energy functional to enforce correlation between adjacent bands, which results in a Toeplitz sparse term. The proposed sparse model is mainly based on three terms which are derived from RKHS, AHF and the Toeplitz sparse term. We propose an ADMM-based algorithm that is guaranteed to converge to solve the proposed model. Moreover, to compensate for the errors coming from using a not perfect basis and parameter selection, we also conduct an outer iterative strategy to pick up more image details. Furthermore, the proposed approach is positively compared with several state-of-the-art pansharpening approaches using real data acquired by different sensors such as Pléiades, IKONOS, WorldView-2.

A preliminary version of this paper is just accepted by IEEE ICIP2017 [38]. It is worth mentioning that this paper is a significantly expanded version. First, we add more methodological details to illustrate the motivation, modeling and algorithm of the proposed method. Second, we add one Toeplitz sparse term to enforce the correlation between adjacent bands, which can obtain more promising results, e.g., to the data by IKONOS sensor. Third, more data by different sensors, including four 4-bands and one 8-bands data, are employed for experiments to verify the effectiveness of proposed method. Finally, more discussions and comparisons from different perspectives are given in the results section, which can also demonstrate the effectiveness of our method.

The remainder of the paper is organized as follows. The related work is introduced in Sect. II. The proposed approach is detailed in Sect. III. Sect. IV is devoted to the description of the experimental results. Finally, conclusions are drawn in Sect. V.

II. REVIEW ON THE RELATED WORK

Deng et al. [37] proposed to use a continuous modeling approach to enhance image spatial resolution from one low spatial resolution grayscale image. Let \(f\) represent the intensity function of the underlying image defined on a continuous domain. Without loss of generality, we may assume \(f : [0, 1] \times [0, 1] \rightarrow \mathbb{R}\). The low and high resolution digital images are just discretization of \(f\) on some coarse and fine grids of \([0, 1] \times [0, 1]\), respectively. We assume \(f\) can be well represented as the sum of the smooth components and the edge components. They model the intensity of the image of interest as a function defined on a continuous domain, and assume the intensity function \(f\) of an image can be well represented as the sum of two functions: \(f = f_s + f_e\), where \(f_s\) is the smooth component lying in a space called Reproducible Kernel Hilbert Space (RKHS); \(f_e\) describes image edges at various locations with different orientations represented by a group of redundant approximated Heaviside functions.

A. Smooth Component

We adopt 2D thin-plate spline based RKHS for the smooth component \(f_s\) of a 2D image [39]. We first review its application in the noise removal problem.

Let

\[
g = f + \eta,\tag{1}\]

where \(g\) is the observed noisy image, \(f = (f(z_1), f(z_2), \cdots, f(z_n))^T\) is the underlying clean digital image on the discretization grids \(z_i = (x_i, y_i) \in [0, 1] \times [0, 1], i = 1, 2, \cdots, n, \eta\) represents an additive noise.

In [39], an optimal estimate of \(f\) for spline smoothing problems can be obtained by minimizing the following model

\[
\min \frac{1}{n} \int_\Omega (g - f)^2 + \lambda J_m(f), \tag{2}\]

\(^1\)Which corresponds to \(\ell_p\)-norm, \(0 < p < 1\).
where λ is the regularization parameter, g is the noisy function, m is a parameter to control the total degree of polynomial, and the penalty term is defined as follows

\[ J_m(f) = \sum_{v=0}^{m} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} C^v_m \left( \frac{\partial^m f}{\partial x^v \partial y^{m-v}} \right)^2 dx dy, \quad (3) \]

From [39, Ch. 2], the null space of the penalty function \( J_m(f) \) is a \( M = C^d_{d+m-1} \) dimension space spanned by the polynomials of degree no more than \( m-1 \). In the experiments, we let \( d = 2 \) (for 2D image), \( m = 3 \), then \( M = C^d_{d+m-1} = 6 \), so the null space of the penalty function \( J_m(f) \) can be spanned by the following terms: \( \phi_1(x, y) = 1, \phi_2(x, y) = x, \phi_3(x, y) = y, \phi_4(x, y) = xy, \phi_5(x, y) = x^2, \phi_6(x, y) = y^2 \). Since these polynomials are smooth functions, we mainly use them to describe the smooth components of an image. Duchon (see [40]) has proved that if there exists \( \{z_i\}_{i=1}^{n} \) so that the least squares regression on \( \{\phi_6\}_{i=1}^{n} \) is unique, then the optimization model (2) has a unique solution as follows

\[ f_s(t) = \sum_{v=1}^{\frac{M}{s}} d_v \phi_v(z) + \sum_{i=1}^{n} c_i E_m(z, z_i), \quad (4) \]

where \( z = (x, y), E_m(z, z_i) \) is a Green’s function for the \( m \)-iterated Laplacian defined as:

\[ E_m(z, t) = E_m(|s - t|) = \theta_{m,d} |s - t|^{2m-d-1} \ln |s - t|, \]

where \( \theta_{m,d} = \frac{(-1)^{m/2} d!}{2^{m-1} (m-1)! (m-d)!} \) (refer to the chapter 2 of [39] for more details).

The result \( f_s(t) \) from the denoising problem tends to be smooth and we therefore define the smooth component as \( f_s := f_s \). Notice that the polynomial functions in \( f_s \) are obviously smooth and one may understand the \( E_m(z, t) \) part as any smooth component that can not be described by those polynomials.

**B. Edge Component**

A group of redundant AHFs is employed to represent the edge function \( f_e \). The Heaviside function is defined as

\[ \phi(x) = \begin{cases} 0, & x < 0, \\ 1, & x \geq 0. \end{cases} \quad (5) \]

It is singular at \( x = 0 \) and describes a jump at \( x = 0 \). We usually use its smooth approximation for practical problems. Deng et al. [37] use the following smoothed version

\[ \psi(x) = \frac{1}{2} + \frac{1}{\pi} \arctan \left( \frac{x}{\zeta} \right), \quad (6) \]

which approximates to \( \phi(x) \) when \( \zeta \to 0 \) and \( \zeta \in \mathbb{R} \) actually controls the smoothness. The edges in 2D images can be expressed by the approximated Heaviside function \( \psi((\cos \theta_j, \sin \theta_j) \cdot \mathbf{z} + c_\rho) \) which represents an edge with \( \theta_j \) elevation from the horizontal axis at location \( c_\rho \). Refer to [37] for details. In this work, we set \( \zeta = 5 \times 10^{-3} \), and 45 angles, i.e.,

\[ \theta_j \in \{2\pi/45, 4\pi/45, 6\pi/45, \ldots, 88\pi/45, 2\pi\}, \]

while \( c_\rho \in \{0, 1/2n, 2/2n, \ldots, 1\} \), \( n \) is the number of pixels of low-resolution image, \( m = k \cdot n \) where \( k \) is the number of orientations \( \{\theta_j\} \), i.e. \( k = 45 \).

Putting the smooth component and the edge component together, we have the intensity function \( f(z) = \sum_{i=1}^{M} d_i \phi_i(z) + \sum_{i=1}^{n} c_i E_m(z, z_i) + \sum_{j=1}^{m} \sum_{\rho=1}^{n} \beta_j \psi((\cos \theta_j, \sin \theta_j) \cdot \mathbf{z} + c_\rho) \) with \( k \) orientations and \( n \) pixels. Therefore, the set \( \{\phi(z), E_m(z, z_i), \psi((\cos \theta_j, \sin \theta_j) \cdot \mathbf{z} + c_\rho)\} \) forms a redundant “basis” to represent the intensity function.

Let \( r \in \mathbb{R}^n \) be the given vector-form low-resolution image defined on a coarse grid, the corresponding discretization for \( \phi(z), E_m(z, z_i), \psi(z) \) leads to matrices \( \mathbf{T}^h \in \mathbb{R}^{n \times M}, K^h \in \mathbb{R}^{n \times n} \) and \( \Psi^h \in \mathbb{R}^{n \times M} \) which are obtained respectively from the 2D thin-plate spline based RKHS and the AHF on the coarse grid. Similarly, we can also get the matrices on a finer grid, i.e., \( \mathbf{T}^h \in \mathbb{R}^{n \times M}, K^h \in \mathbb{R}^{n \times n} \) and \( \Psi^h \in \mathbb{R}^{n \times M} \) where \( n \) is the pixels number of high-resolution image and \( n > n \).

In [37], the intensity information of the given low-resolution image defined on a coarser grid is used to estimate coefficients \( d, c, \beta \) of the redundant “basis”:

\[
\min_{d, c, \beta} \frac{1}{2n} \| \mathbf{r - DB} (\mathbf{T}^h d + K^h c + \Psi^h \beta) \|_2^2 + \lambda c^T K^e c + \alpha \| \beta \|_1, \quad (7)
\]

where \( \lambda \) and \( \alpha \) are two positive regularization parameters, the first term is the fidelity term, the second term is to regularize the coefficient \( c \), and the coefficient \( \beta \) of AHF redundant basis is considered as being sparse (using \( \ell_1 \) to depict) since edges are pretty sparse in an image; \( \mathbf{D} \) is a downsampling operator and \( \mathbf{B} \) is a blurring operator. To focus on the main contribution of the proposed idea and to avoid errors from the blurring operator, the authors in [37] assume the deblurring is taken care of already and let \( \mathbf{B} = \mathbf{I} \) where \( \mathbf{I} \) is an identity matrix. The continuous modeling nature also makes it convenient to remove the downsampling operator \( \mathbf{D} \) as downsampling of the high resolution image could be considered as a discretization of the intensity function on a coarser grid. Thus \( \mathbf{DB} (\mathbf{T}^h d + K^h c + \Psi^h \beta) \) can be considered as \( \mathbf{T}^h d + K^h c + \Psi^h \beta \) (vector form).2

Recently, remote sensing image processing has attracted the more attentions in the community of image and signal processing. Many related applications have been applied, see for instance detection [41], [42], unmixing [43], destripping [44], pansharpening [21], [23], [29], etc. The work is also focusing on the remote sensing image application, i.e., pansharpening. In what follows, we will show how to extend the single image super-resolution idea to pansharpening problem of multispectral images.

2Note that the model (8) is applied to image patches which can be viewed as square images with significantly smaller sizes than the whole image, thus for every patch, it has one set of \( d, c, \beta \).
III. THE PROPOSED MODEL AND ITS SOLUTION

A. Related Notations

Before introducing the proposed method, it is necessary to state related notations along this paper.

- Low-resolution multispectral image (LRMS): $\mathbf{MS} \in \mathbb{R}^{m_1 \times n_1 \times N}$ with $N$ spectral images $\mathbf{MS}_i \in \mathbb{R}^{m_1 \times n_1}$, $i = 1, 2, \ldots, N$.
- High-resolution multispectral image (HRMS): $\mathbf{MS}^\ast \in \mathbb{R}^{m_2 \times n_2 \times N}$ with $N$ spectral images $\mathbf{MS}_i \in \mathbb{R}^{m_2 \times n_2}$, $i = 1, 2, \ldots, N$, where $m_2 = s \cdot m_1$, $n_2 = s \cdot n_1$ with the scale factor $s$. In addition, $\mathbf{MS} \in \mathbb{R}^{m_2 \times n_2 \times N}$ represents the initial upscaled multispectral image, which is generally formulated by the interpolation of MS.
- Panchromatic (PAN) image: $\mathbf{P} \in \mathbb{R}^{m_2 \times n_2}$.

In our work, the proposed model mainly involves vector forms, thus in the following context we denote the above notations as vector ones, i.e., $\mathbf{s}_i \in \mathbb{R}^{m_1 \times n_1 \times 1}$ (matrix form $\mathbf{MS}$), $\mathbf{s}^\ast_i \in \mathbb{R}^{m_2 \times n_2 \times 1}$ (matrix form $\mathbf{MS}^\ast$), $\mathbf{s}^\ast \in \mathbb{R}^{m_2 \times n_2 \times 1}$ (matrix form $\mathbf{MS}^\ast$), and $\mathbf{p} \in \mathbb{R}^{m_2 \times n_2 \times 1}$ (matrix form $\mathbf{P}$).

The main contributions of the proposed method are summarized as follows:

- Extend the continuous modeling based single image super-resolution method to pansharpening. To the best of authors’ knowledge, it is probably the first continuous modeling approach on pansharpening from the perspective of image super-resolution. It considers the similarity between adjacent bands and thus helps improving the spectral correlation.
- Most of the existing variational regularization pansharpening approaches involve downsampling and blurring operators, but the blur kernel is generally not accurately available. Computations involving the two operators are usually more complicated. The proposed method bypass the two operators by continuous modeling as well as a cheap preprocessing that somehow mimics the deblurring.
- We also propose an outer iterative scheme to pick up more image details lost to imperfect basis and parameter selection.

B. The Proposed Model

We extend the single image SR model (7) to the pansharpening of multispectral images. The main differences between single image SR and multispectral pansharpening are two fold: 1) single image SR only has one low resolution image as the input while pansharpening problems have two inputs: the low resolution multi-spectral images and a high resolution panchromatic image; 2) the goal of the single image SR is to achieve high spatial resolution only as it doesn’t involve spectral information while the pansharpening problem needs to increase spatial resolution while reducing the spectral distortion.

Next, we present the proposed model for the pansharpening of multispectral image.

1) RKHS and Heaviside Based Sparse Term: A natural extension of method (7) is to model each band of the MS image by the same redundant basis explained in the previous section but with different coefficients. Let $\mathbf{d}_i$, $\mathbf{c}_i$, $\beta_i$ represent the coefficients for the $i$-th band. The first energy term (denoted as $\text{Eng}^{(1)}$) of our optimization model is presented as follows

$$
\text{Eng}^{(1)} = \frac{1}{2N_{um}} \sum_{i=1}^{N} \| (\mathbf{T}^h \mathbf{d}_i + \mathbf{K}^h \mathbf{c}_i + \Psi^h \beta_i) - \mathbf{s}_i \|^2_2 + \mu \sum_{i=1}^{N} \| \mathbf{c}_i \|^2_2 + \frac{\lambda_1}{2} \sum_{i=1}^{N} \| \beta_i \|_1,
$$

where $N_{um}$ represents the total number of pixels in the high-resolution multispectral (HRMS) image (i.e., $m_2 \cdot n_2 \cdot N$), $\mu$ and $\lambda_1$ are two positive regularization parameters, with $\mathbf{T}^h \in \mathbb{R}^{m_2 \times n_2 \times M}$, $\mathbf{K}^h \in \mathbb{R}^{m_2 \times n_2 \times m_1}$, $\Psi^h \in \mathbb{R}^{m_2 \times n_2 \times m}$, $\mathbf{K}^l \in \mathbb{R}^{m_1 \times n_1 \times m_1}$, $\mathbf{d}_i \in \mathbb{R}^{M \times 1}$, $\mathbf{c}_i \in \mathbb{R}^{m_1 \times 1}$, $\beta_i \in \mathbb{R}^{m \times 1}$, $i = 1, 2, \ldots, N$. In our work, we do not put blurring or downsampling operator into the modeling but use a fast component substitution or MRA approach to reverse both the downsampling and blurring operations to some extent and feed our algorithm with this preliminary pansharpening result to further improve the result. In this paper, we adopt a classical Gram-Schmidt (GS) [8] method to obtain the initial multispectral image $\mathbf{s}^\ast \in \mathbb{R}^{m_2 \times n_2 \times 1}$, aiming to roughly depict the blurring and downsampling processes. It basically combines the low resolution multispectral image $\mathbf{s}$ and the panchromatic $\mathbf{p}$ for a higher resolution image. Any other CS or MRA approach could be used as well (see the discussion in the results section). Note that the term (9) is different with the term in model (7) mainly on two aspects: one is the summation over all bands, and the other aspect is the difference about the downsampling and blurring operators.

2) The Fidelity Term Between Panchromatic Image and Multispectral Image: The panchromatic image $\mathbf{p}$ contains spatial details. To use it to help increase the spatial resolution, we adopt it using the fact that $\mathbf{p}$ can be viewed as the weighted sum of the latent HRMS image, where the weights $\omega_i$, $i = 1, 2, \ldots, N$ can be automatically estimated by the linear regression between the known LRMS image and the spatially degraded panchromatic image, e.g., [45]. Therefore, the fidelity term between panchromatic image and multispectral image can be written as follows

$$
\text{Eng}^{(2)} = \sum_{i=1}^{N} \omega_i (\mathbf{T}^h \mathbf{d}_i + \mathbf{K}^h \mathbf{c}_i + \Psi^h \beta_i) - \mathbf{p}_i \|_2^2,
$$

where $\mathbf{T}^h \mathbf{d}_i + \mathbf{K}^h \mathbf{c}_i + \Psi^h \beta_i$, $i = 1, 2, \ldots, N$ represents one band of latent HRMS image.

a) The Toepplitz Sparsity: It is observed that there is similarity between adjacent bands in the MS image. For instance, even though the color looks different, adjacent bands represent same objects which should be characterized by similar smoothness and edges across bands. Since we use a redundant basis to represent each individual band, the similarity between adjacent bands can be described by imposing similarity on the coefficients. Therefore, we define the third term in our energy function as

$$
\text{Eng}^{(3)} = \| \mathbf{d} \|_1,
$$

where $\mathbf{d}$ represents the set of all coefficients for all bands.
where
\[
\mathbf{e} = \begin{pmatrix}
d_1 - d_2 \\
c_1 - c_2 \\
\beta_1 - \beta_2 \\
\vdots \\
d_{N-1} - d_N \\
c_{N-1} - c_N \\
\beta_{N-1} - \beta_N
\end{pmatrix} = T_{oe} \begin{pmatrix}
d_1 \\
c_1 \\
\beta_1 \\
\vdots \\
d_N \\
c_N \\
\beta_N
\end{pmatrix},
\] (12)
and \( T_{oe} \) is a non-symmetric Toeplitz matrix \( T_{oe}(s_1, s_2) \in \mathbb{R}^{(M+m_1n_1+m)(N-1) \times (M+m_1n_1+m)N} \) with the vectors
\[
s_1 = (0, 0, \ldots, 0, 0, 0, \ldots, 0)^T \in \mathbb{R}^{(M+m_1n_1+m)(N-1) \times 1},
\]
and
\[
s_2 = (1, 0, \ldots, 0, -1, 0, \ldots, 0) \in \mathbb{R}^{1 \times (M+m_1n_1+m)N},
\]
where the value “-1” locates at the \((M + m_1n_1 + m + 1)\)-th location of \( s_2 \).

We combine (9), (10) and (11) to formulate the final pansharpening model,
\[
\min_{c, d, \beta} \frac{1}{2N_m} \sum_{i=1}^{N} \| (T^h d_i + K^h c_i + \Psi^h \beta_i) - \tilde{s}_i \|_2^2
+ \frac{\mu}{2} \sum_{i=1}^{N} c_i^T K'^i c_i + \frac{\lambda_1}{2} \sum_{i=1}^{N} \| \beta_i \|_1 + \frac{\kappa}{2} \| \mathbf{e} \|_1
+ \frac{\lambda_2}{2} \sum_{i=1}^{N} o_i (T^h d_i + K^h c_i + \Psi^h \beta_i) - \mathbf{p} \|_2^2,
\] (13)
where \( \mu, \lambda_1, \lambda_2 \) and \( \kappa \) are regularization parameters.

After computing the coefficients \( d_i, c_i, \beta_i, i = 1, 2, \ldots, N \), the final HRMS image can be estimated by \( \tilde{s}_i = T^h d_i + K^h c_i + \Psi^h \beta_i \).

C. Rewrite the Model (13)

For computation convenience, we write (13) into a simpler matrix-vector form as below:
\[
\min_{\mathbf{x}} \frac{1}{2N_m} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|_2^2 + \frac{\mu}{2} \| \mathbf{B} \mathbf{x} \|_2^2 + \frac{\lambda_1}{2} \| \mathbf{C} \mathbf{x} \|_1
+ \frac{\lambda_2}{2} \| \mathbf{D} \mathbf{x} - \mathbf{p} \|_2^2 + \frac{\kappa}{2} \| T_{oe} \mathbf{x} \|_1,
\] (14)
where
\[
\mathbf{y} = (s_1^T, s_2^T, \ldots, s_N^T)^T \in \mathbb{R}^{m_2n_2N \times 1},
\]
\[
\mathbf{x} = \begin{pmatrix}
d_1 \\
c_1 \\
\beta_1 \\
\vdots \\
d_N \\
c_N \\
\beta_N
\end{pmatrix} \in \mathbb{R}^{(M+m_1n_1+m)N \times 1},
\]
the diagonal block matrix
\[
\mathbf{A} = \text{diag}(\mathbf{E}, \mathbf{E}, \ldots, \mathbf{E}) \in \mathbb{R}^{m_2n_2N \times (M+m_1n_1+m)N},
\] (15)
where \( \mathbf{E} = (T^h, K^h, \Psi^h) \), and
\[
\mathbf{B} = \text{diag}(\mathbf{F}, \mathbf{F}, \ldots, \mathbf{F}),
\] (16)
where \( \mathbf{F} = (O_1, (K^h)^{1/2}, O_2) \) with zero matrices \( O_1 \in \mathbb{R}^{m_1n \times M} \) and \( O_2 \in \mathbb{R}^{m_1n \times M} \).
\[
\mathbf{C} = \text{diag}(\mathbf{G}, \mathbf{G}, \ldots, \mathbf{G}),
\] (17)
where \( \mathbf{G} = \text{diag}(O_3, O_4, \mathbf{I}) \) with zero matrices \( O_3 \in \mathbb{R}^{M \times M} \), \( O_4 \in \mathbb{R}^{m_1n \times m_1n} \), and identity matrix \( \mathbf{I} \in \mathbb{R}^{m \times m} \).
\[
\mathbf{D} = (o_1T^h, o_1K^h, o_1\Psi^h, \ldots, o_NT^h, o_NK^h, o_N\Psi^h),
\] (18)
where the matrix block \( (o_iT^h, o_iK^h, o_i\Psi^h) \) will appear \( N \) times, where \( i = 1, \ldots, N \).

After computing the coefficient \( \mathbf{x} \), it is easy to estimate the final pansharpening image with vector form by
\[
\tilde{s} = \mathbf{A} \mathbf{x}.
\] (19)

D. The Solution of the Proposed Model

The proposed model (14) is a convex and nonsmooth \( \ell_1 \) optimization problem that can be solved using various methods such as alternating direction method of multipliers (ADMM) [46]–[48] and a primal-dual approach [49]. We adopt ADMM here. By introducing two auxiliary variables \( \mathbf{u} = \mathbf{C} \mathbf{x} \) and \( \mathbf{w} = T_{oe} \mathbf{x} \), we get the following augmented Lagrangian problem
\[
\mathcal{L}(\mathbf{x}, \mathbf{u}, \mathbf{w}, \mathbf{b}_1, \mathbf{b}_2) = \frac{1}{2N_m} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|_2^2 + \frac{\mu}{2} \| \mathbf{B} \mathbf{x} \|_2^2
+ \frac{\lambda_1}{2} \| \mathbf{D} \mathbf{x} - \mathbf{p} \|_2^2 + \frac{\lambda_2}{2} \| \mathbf{u} \|_1
+ \frac{\eta_1}{2} \| \mathbf{u} - \mathbf{C} \mathbf{x} + \mathbf{b}_1 \|_2^2 + \frac{\kappa}{2} \| \mathbf{w} \|_1
+ \frac{\eta_2}{2} \| \mathbf{w} - T_{oe} \mathbf{x} + \mathbf{b}_2 \|_2^2,
\] (20)
where \( \mathbf{b}_1 \) and \( \mathbf{b}_2 \) are Lagrangian multipliers with proper size, \( \eta_1 \) and \( \eta_2 \) are two positive parameters.

The problem of minimizing \( \mathcal{L}(\mathbf{x}, \mathbf{u}, \mathbf{w}, \mathbf{b}_1, \mathbf{b}_2) \) can be solved by iteratively and alternatively solving the following three simpler subproblems:

a) The \( \mathbf{x} \)-subproblem is given as follows
\[
\min_{\mathbf{x}} \frac{1}{2N_m} \| \mathbf{y} - \mathbf{A} \mathbf{x} \|_2^2 + \frac{\mu}{2} \| \mathbf{B} \mathbf{x} \|_2^2 + \frac{\lambda_2}{2} \| \mathbf{D} \mathbf{x} - \mathbf{p} \|_2^2
+ \frac{\eta_1}{2} \| \mathbf{u} - \mathbf{C} \mathbf{x} + \mathbf{b}_1 \|_2^2 + \frac{\eta_2}{2} \| \mathbf{w} - T_{oe} \mathbf{x} + \mathbf{b}_2 \|_2^2,
\] (21)
which is a least squares problem and has the following closed-form solution:
\[
\mathbf{x}^{k+1} = \mathbf{H}^{-1} \mathbf{z}^k,
\] (22)
where
\[
\mathbf{H} = \mathbf{A}^T \mathbf{A} + \mu N_m \mathbf{B}^T \mathbf{B} + \lambda_2 N_m \mathbf{D}^T \mathbf{D}
+ \eta_1 N_m \mathbf{C}^T \mathbf{C} + \eta_2 N_m T_{oe}^T T_{oe},
\] (23)
and
\[
\mathbf{z}^k = \mathbf{A}^T \mathbf{y} + \lambda_2 N_m \mathbf{D}^T \mathbf{p} + \eta_1 N_m \mathbf{C}^T (\mathbf{u}^k + \mathbf{b}_1^k)
+ \eta_2 N_m T_{oe}^T (\mathbf{w}^k + \mathbf{b}_2^k).
\] (24)
Please note that the computation of (22) is done on patches whose sizes are significantly smaller than the whole image, thus computing $x^{k+1}$ by using inverse is not a challenging problem. b) The $u$-subproblem is solved accurately by minimizing the following problem:

$$
\min_u \frac{\lambda_1}{2} \| u \|_1 + \frac{\eta_1}{2} \| u - Cx + b_1 \|_2^2,
$$

which has a closed-form solution in terms of soft-thresholding [50]:

$$
u^{k+1} = \text{shrink}\left(Cx^{k+1} - b_1, \frac{\lambda_1}{2\eta_1}\right),
$$

where $\text{shrink}(a, b) = \text{sign}(a) \max(|a| - b, 0)$ and

$$
\text{sign}(a) = \begin{cases} 
1, & a > 0, \\
0, & a = 0, \\
-1, & a < 0.
\end{cases}
$$

c) Similarly, the $w$-subproblem is shown as follows

$$
\min_w \frac{K}{2} \| w \|_1 + \frac{\eta_2}{2} \| w - T_{oe}x + b_2 \|_2^2,
$$

and has the following closed form solution:

$$
w^{k+1} = \text{shrink}\left(T_{oe}x^{k+1} - b_2, \frac{K}{2\eta_2}\right).
$$

d) Update the Lagrangian multipliers $b_1$ and $b_2$ by:

$$
b_1^{k+1} = b_1^k + (u^{k+1} - Cx^{k+1})/\eta_1,
$$

$$
b_2^{k+1} = b_2^k + (w^{k+1} - T_{oe}x^{k+1})/\eta_2.
$$

In Algorithm 1, we list all steps of the ADMM algorithm used to iteratively and alternatively solve (14).

Note that the convergence of Algorithm 1 for the separable problem (20) is guaranteed by [51]. Although the proposed model (14) obtains competitive results, due to errors in basis selection and computation, there might still be errors in the result. The difference between the given low spatial-resolution MS image (LRMS) and the downgraded version of the computed high spatial-resolution MS image still contains many important details, such as edge information. Thus, inspired by the iterative regularization methods [37], [52], we try to take this difference, as well as with corresponding panchromatic image residual, into the model (14) again to iteratively recover more spectral and spatial details. In particular, the following Algorithm 2 is summarized for the pansharpening problem.

In Algorithm 2, we propose an iterative algorithm based on model (14) and Algorithm 1 for better performance. When $\tau = 1$, Algorithm 2 is the same as Algorithm 1. When $\tau > 1$, Algorithm 2 iteratively picks up more details which is added to the final high-resolution image. Steps 2)-4) obtain a preliminary high-resolution image and step 5) downgrades the preliminary high-resolution image to a low-resolution. If the preliminary image is already good enough, the downgraded result should be close to the given low-resolution image. Otherwise, differences, mainly details of images, will be observed. Step 6) and 7) compute the difference and feed it as input to Algorithm 1 to pick up more details in the next iteration. The detailed picked up will be added to form the final result.

In particular, if we start from the computed high-resolution MS image and manually downgrade it, errors in the computed high-resolution MS image will be reflected in a large difference between this simulated low-resolution MS image and given low-resolution MS image (LRMS). We propose to pick up more image details from the difference (step 6 in Algorithm 2). Accordingly, the residual of panchromatic image can be estimated by the difference between the original panchromatic image and the weighted sum of estimated HRMS image (see step 7 in Algorithm 2). This iterative strategy has been used by some image applications, e.g., natural
image super-resolution [53], remote sensing image pansharpening [54]. The final HRMS image $\hat{s}_{\text{final}}$ (vector form) is generated by the sum of estimated HRMS images $\hat{s}^{(k)}$ on each iterations.

Note that the “Downgrade” in step 5 of Algorithm 2 is done through the following procedure: $\hat{s}^{(k)}$ is first filtered by a Gaussian filter matched with the modulation transfer function (MTF) of the MS sensor used to acquire the image and is then downsampled to the size of $s$ by downsampling strategy. Furthermore, we take GS method [8] as the initial guess method in the step 2 of Algorithm 2. For simplicity purpose, we set the outer layer iteration number $\tau$ to be 5. More iterations might lead to slightly better results but cause a greater computation burden. One can also make it automatic by stopping the outer layer loop when the relative error between two adjacent iterations is small.

Algorithm 2 can be applied on the whole image or image patches. In our experiments, we only apply the algorithm to image patches to reduce computation time and storage. In particular, the inverse of $H$ in (22) can be efficiently computed for patches. In our work, we set patch size to be $6 \times 6$ with 3 pixels overlap between patches.

In what follows, we will compare the proposed approach with some competitive methods.

IV. RESULTS AND DISCUSSIONS

In this section, we compare the proposed method with extensive pansharpening methods on different datasets, i.e., Pléiades, Toulouse, China and Rio, acquired by three different sensors: Pléiades, IKONOS and WorldView-2. Note that, due to the space limit, we have to move the results of 8 bands WorldView-2 data (Río) to supplementary materials, please find it. We utilize various pansharmonic images and multispectral images with different sizes in our experiments. The scale factors are all set as 4 in all experiments. The number of bands is 4 for Pléiades, Toulouse and China datasets (i.e., $N = 4$) and 8 for Rio dataset (i.e., $N = 8$). The experiments are implemented in MATLAB(R2013b) on a computer of 16Gb RAM and Intel(R) Core(TM) i5-4590 CPU: @3.30 GHz 3.30 GHz.

For the parameters in the proposed method, we empirically set $\lambda_1 = 2.4 \times 10^{-6}$, $\lambda_2 = 1.2 \times 10^{-5}$, $\mu = 1.2 \times 10^{-7}$, $\eta_1 = 2.4 \times 10^{-7}$, $\eta_2 = 2.4 \times 10^{-5}$, $\kappa = 2.4 \times 10^{-5}$, the outer layer iteration number $\tau = 5$ for all experiments. Note that, fine tuning of parameters for different datasets may lead to better results, but we unify the parameter selection to illustrate the stability of the proposed method. More discussion on the selection of parameters can be found at the part D of this section. For the weights $\omega$ in model (13), we take an automatic approach which has been presented in [45] to estimate them. This approach estimates the weights by a linear regression between the multispectral image and the spatially degraded panchromatic image. Moreover, we employ some standard indexes to estimate the performance of different methods, i.e., Q [55], Q4 [56], Q8 [57], SAM [58], ERGAS [59] and SCC (i.e., spatial correlation coefficient). In particular, the ideal values for Q, Q4, Q8 and SCC are 1 whereas the ideal values for ERGAS and SAM are 0.

A. Dataset

In our experiments, we utilize different datasets to evaluate the performance of different methods. These datasets are all common and publicly available, including: a) Pléiades1 dataset (4 bands)$^3$ which is kindly made available by CNES for the 2006 contest [1]. For this dataset, the high-resolution panchromatic image is simulated only by the average of green and red bands, i.e., thus holding the weights $\omega = [0, 0.5, 0.5, 0]$ on Blue, Green, Red and Near-Infrared (NIR) Channel, respectively. The low-resolution multispectral bands with spatial resolution of four times lower than that of the panchromatic (i.e., LRMS image) are simulated according to the Wals protocol, namely by MTF filtering and decimation. The radiometric resolution is 11-bits. b) Pléiades2 dataset (4 bands). Different with (a), the high-resolution panchromatic image for the second Pléiades dataset (i.e., Pléiades2) is obtained as follows: 1) averaging the green and red channels; 2) applying the nominal MTF of the panchromatic camera; 3) resampling the outcome to 80 cm; 4) adding the instrument noise; and 5) recovering the ideal image by means of inverse filtering and wavelet denoising. The weights are unknown in this case, thus we here estimate the weights by the linear regression of the multispectral image and the spatially degraded panchromatic image [45]. c) Toulouse dataset (4 bands) which is acquired on the urban area of Toulouse by the IKONOS sensor, in France, on May 15, 2000. For this dataset, the weights are also acquired automatically by the same way as (b). d) China dataset (4 bands)$^4$ which is acquired by the IKONOS sensor represents a mountainous and vegetated area of the Sichuan region in China. Besides, the weights are also obtained by the same way as (b). Readers can find more details about these datasets from the literature [4].

B. Algorithms

- **PCA**: Principal Component Analysis [7].
- **IHS**: Generalized version of the Intensity-Hue-Saturation (GIHS) image fusion [60].
- **Brovey**: Brovey transform [61].
- **BDSD**: Band-Dependent Spatial-Detail with local parameter estimation [62].
- **GS**: Gram Schmidt (Mode 1) [8].
- **PRACS**: Partial Replacement Adaptive Component Substitution [63].
- **HPF**: High-Pass Filtering with $5 \times 5$ box filter for $1:4$ fusion [6].
- **SFIM**: Smoothing Filter-based Intensity Modulation [64], [65].
- **Indusion**: Decimated Wavelet Transform using an additive injection model [66].
- **ATWT**: Additive a Trous Wavelet Transform with unitary injection model [67].

$^3$http://openremotesensing.net/knowledgebase/a-critical-comparison-among-pansharpening-algorithms/

$^4$http://glcf.umiacs.umd.edu
Fig. 1. Visual results of Pléiades2 dataset. Readers are recommended to zoom in all figures for better visibility.

**TABLE I**

<table>
<thead>
<tr>
<th>Q</th>
<th>Q</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>0.7878</td>
<td>0.7629</td>
<td>4.6685</td>
<td>5.7915</td>
</tr>
<tr>
<td>PCA</td>
<td>0.8811</td>
<td>0.8910</td>
<td>3.0165</td>
<td>4.3882</td>
</tr>
<tr>
<td>HLS</td>
<td>0.8745</td>
<td>0.8936</td>
<td>5.2967</td>
<td>4.1695</td>
</tr>
<tr>
<td>Brovey</td>
<td>0.8334</td>
<td>0.8966</td>
<td>4.6865</td>
<td>4.0711</td>
</tr>
<tr>
<td>BDSL</td>
<td>0.9765</td>
<td>0.9734</td>
<td>3.4606</td>
<td>2.1104</td>
</tr>
<tr>
<td>GS</td>
<td>0.8975</td>
<td>0.9060</td>
<td>4.7511</td>
<td>3.9996</td>
</tr>
<tr>
<td>PRACS</td>
<td>0.9511</td>
<td>0.9449</td>
<td>3.8740</td>
<td>3.0323</td>
</tr>
<tr>
<td>HPF</td>
<td>0.9402</td>
<td>0.9397</td>
<td>3.8213</td>
<td>3.1337</td>
</tr>
<tr>
<td>SFM</td>
<td>0.9473</td>
<td>0.9423</td>
<td>3.5602</td>
<td>3.0730</td>
</tr>
<tr>
<td>Indusion</td>
<td>0.8924</td>
<td>0.8949</td>
<td>4.5325</td>
<td>4.3842</td>
</tr>
<tr>
<td>ATWT</td>
<td>0.9631</td>
<td>0.9511</td>
<td>3.2633</td>
<td>2.6712</td>
</tr>
<tr>
<td>AWLP</td>
<td>0.9617</td>
<td>0.9533</td>
<td>2.2329</td>
<td>2.7201</td>
</tr>
<tr>
<td>ATWT-M2</td>
<td>0.8585</td>
<td>0.8449</td>
<td>4.8200</td>
<td>4.7682</td>
</tr>
<tr>
<td>ATWT-M3</td>
<td>0.8868</td>
<td>0.8740</td>
<td>5.1776</td>
<td>4.5252</td>
</tr>
<tr>
<td>MTF-GLP</td>
<td>0.9684</td>
<td>0.9627</td>
<td>3.1599</td>
<td>2.5103</td>
</tr>
<tr>
<td>MTF-GLP-IPM-PP</td>
<td>0.9552</td>
<td>0.9504</td>
<td>3.6976</td>
<td>2.9398</td>
</tr>
<tr>
<td>MTF-GLP-IPM</td>
<td>0.9707</td>
<td>0.9677</td>
<td>3.2586</td>
<td>2.3875</td>
</tr>
<tr>
<td>MTF-GLP-CD</td>
<td>0.9775</td>
<td>0.9770</td>
<td>3.1083</td>
<td>2.2223</td>
</tr>
<tr>
<td>CNMF</td>
<td>0.9565</td>
<td>0.9548</td>
<td>2.4850</td>
<td>2.9999</td>
</tr>
<tr>
<td>RKHSPan</td>
<td>0.9789</td>
<td>0.9770</td>
<td>3.0070</td>
<td>1.9979</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Q</th>
<th>Q</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>0.8772</td>
<td>0.8896</td>
<td>5.0484</td>
<td>4.4843</td>
</tr>
<tr>
<td>PCA</td>
<td>0.8750</td>
<td>0.8931</td>
<td>5.2644</td>
<td>4.2207</td>
</tr>
<tr>
<td>HLS</td>
<td>0.8829</td>
<td>0.8955</td>
<td>4.6685</td>
<td>4.1415</td>
</tr>
<tr>
<td>Brovey</td>
<td>0.9532</td>
<td>0.9502</td>
<td>3.9555</td>
<td>2.4517</td>
</tr>
<tr>
<td>GS</td>
<td>0.8943</td>
<td>0.9008</td>
<td>4.7700</td>
<td>4.0834</td>
</tr>
<tr>
<td>PRACS</td>
<td>0.9419</td>
<td>0.9354</td>
<td>3.9436</td>
<td>3.2340</td>
</tr>
<tr>
<td>HPF</td>
<td>0.9413</td>
<td>0.9348</td>
<td>3.7075</td>
<td>3.2726</td>
</tr>
<tr>
<td>SFM</td>
<td>0.9421</td>
<td>0.9373</td>
<td>3.6474</td>
<td>3.2253</td>
</tr>
<tr>
<td>Indusion</td>
<td>0.8897</td>
<td>0.8846</td>
<td>4.5349</td>
<td>4.4465</td>
</tr>
<tr>
<td>ATWT</td>
<td>0.9585</td>
<td>0.9525</td>
<td>3.3764</td>
<td>2.8409</td>
</tr>
<tr>
<td>AWLP</td>
<td>0.9511</td>
<td>0.9487</td>
<td>3.3590</td>
<td>2.8760</td>
</tr>
<tr>
<td>ATWT-M2</td>
<td>0.8550</td>
<td>0.8411</td>
<td>4.8226</td>
<td>4.8283</td>
</tr>
<tr>
<td>ATWT-M3</td>
<td>0.8795</td>
<td>0.8664</td>
<td>5.2011</td>
<td>4.6612</td>
</tr>
<tr>
<td>MTF-GLP</td>
<td>0.9638</td>
<td>0.9582</td>
<td>5.1114</td>
<td>4.6990</td>
</tr>
<tr>
<td>MTF-GLP-IPM-PP</td>
<td>0.9505</td>
<td>0.9456</td>
<td>3.7659</td>
<td>3.1030</td>
</tr>
<tr>
<td>MTF-GLP-IPM-PP</td>
<td>0.9561</td>
<td>0.9530</td>
<td>3.3328</td>
<td>2.5970</td>
</tr>
<tr>
<td>MTF-GLP-CD</td>
<td>0.9735</td>
<td>0.9694</td>
<td>3.0099</td>
<td>2.0401</td>
</tr>
<tr>
<td>CNMF</td>
<td>0.9513</td>
<td>0.9497</td>
<td>4.5083</td>
<td>3.0692</td>
</tr>
<tr>
<td>RKHSPan</td>
<td>0.9754</td>
<td>0.9738</td>
<td>3.1935</td>
<td>2.2201</td>
</tr>
</tbody>
</table>

- **AWLP:** Additive Wavelet Luminance Proportional [9], a generalization of AWL [68] to more than three bands.
- **ATWT-M2:** A Trous Wavelet Transform using the Model 2 proposed in [69].
- **ATWT-M3:** A Trous Wavelet Transform using the Model 3 proposed in [69].
MTF-GLP-HP: GLP with MTF-matched filter [70] and multiplicative injection model [67].
MTF-GLP-HPM-PP: GLP with MTF-matched filter [70], multiplicative injection model and Post-Processing [71].
MTF-GLP-CBD: GLP with MTF-matched filter [70] and regression based injection model [1], [11].
CNMF: Coupled nonnegative matrix factorization method [28].
RKHSPan: The proposed RKHS and Heaviside based pansharpening method.

Note that the source codes of all comparing methods can be found from the website.5

C. The Results on Different Datasets

1) Pléiades Dataset: In this subsection, we compare our method with several methods on the two Pléiades datasets, i.e., Pléiades1 and Pléiades2. From Tab. I, we see that the proposed method obtains the best quantitative performance on the Pléiades1 dataset than other comparing methods which include extensive CS-based methods, MRA-based methods and CNMF method. For the Pléiades2 dataset, it is clear that the proposed method also outperforms other all comparing methods on all evaluation indexes, i.e., Q4, Q, SAM, ERGAS and SCC, see Tab. II. Furthermore, the proposed method also obtains the best visual performance and holds more spatial details than other comparing methods, see Fig. 1.6

In particular, the weights are automatically estimated as [0.1015, 0.4225, 0.4586, 0.0069] via the strategy mentioned before. CS-based methods, e.g., PCA and GS, drops spectral information significantly while keeping spatial information well. Moreover, MRA-based methods, e.g., AWLP, do not perform excellently on preserving spatial details but keeping spectral information well. Our method not only recovers more spatial details significantly due to the sharp AHF and the iterative algorithm, but also resists the spectral distortion effectively.

2) Toulouse Dataset: For Toulouse dataset, Fig. 2 shows that our method holds more spatial image details than others, as well as keep better spectral performance. In Tab. III, the proposed method ranks the second best on Q4, Q and ERGAS indexes among 20 comparing methods, while the method BDSD has the best quantitative performance.

Fig. 2. Visual results of Toulouse dataset.

5http://openremotesensing.net/kb/codes/pansharpening/

6Note that, to save space, we only show the visual results of some representative and competitive methods in our experiments.
In particular, the estimated weights are \([0.0930, 0.1188, 0.3514, 0.4224]\) for 3) China Dataset: For China dataset, the proposed method still performs competitively and its weights are estimated as \([0.1595, 0.3443, 0.3380, 0.0654]\). From Tab. IV, we can see that our method obtains the best performance on the overall quality index Q4, which takes into account of both radiometric and spectral distortions, and also on the Q index, the second best SAM and ERGAS indexes. The visual performance shown in Fig. 3 also demonstrates the superior of the given method.

**TABLE III**

<table>
<thead>
<tr>
<th></th>
<th>Q4</th>
<th>Q</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>0.4378</td>
<td>0.4877</td>
<td>5.2005</td>
<td>6.6367</td>
<td>0.4738</td>
</tr>
<tr>
<td>PCA</td>
<td>0.7352</td>
<td>0.7978</td>
<td>4.7874</td>
<td>4.7327</td>
<td>0.8915</td>
</tr>
<tr>
<td>HSI</td>
<td>0.7592</td>
<td>0.7602</td>
<td>4.9259</td>
<td>4.7575</td>
<td>0.8714</td>
</tr>
<tr>
<td>Brovey</td>
<td>0.7726</td>
<td>0.7248</td>
<td>5.2005</td>
<td>4.8975</td>
<td>0.8481</td>
</tr>
<tr>
<td>BDSN</td>
<td>0.9007</td>
<td>0.9113</td>
<td>3.6977</td>
<td>2.9360</td>
<td>0.9347</td>
</tr>
<tr>
<td>GS</td>
<td>0.7738</td>
<td>0.7815</td>
<td>4.7220</td>
<td>4.6864</td>
<td>0.8963</td>
</tr>
<tr>
<td>PRACS</td>
<td>0.8849</td>
<td>0.8755</td>
<td>3.8856</td>
<td>3.5339</td>
<td>0.9174</td>
</tr>
<tr>
<td>HFF</td>
<td>0.8519</td>
<td>0.8428</td>
<td>3.9820</td>
<td>3.8554</td>
<td>0.9014</td>
</tr>
<tr>
<td>SFIM</td>
<td>0.8536</td>
<td>0.8483</td>
<td>3.9152</td>
<td>3.8003</td>
<td>0.9062</td>
</tr>
<tr>
<td>Indusion</td>
<td>0.7427</td>
<td>0.7450</td>
<td>4.4990</td>
<td>4.8642</td>
<td>0.8261</td>
</tr>
<tr>
<td>ATWT</td>
<td>0.8731</td>
<td>0.8670</td>
<td>3.7897</td>
<td>3.6419</td>
<td>0.9179</td>
</tr>
<tr>
<td>AWLF</td>
<td>0.8757</td>
<td>0.8588</td>
<td>4.2871</td>
<td>3.8341</td>
<td>0.9035</td>
</tr>
<tr>
<td>ATWT-M2</td>
<td>0.6347</td>
<td>0.6328</td>
<td>4.7549</td>
<td>5.3756</td>
<td>0.8336</td>
</tr>
<tr>
<td>ATWT-M3</td>
<td>0.7297</td>
<td>0.7184</td>
<td>4.7695</td>
<td>4.9937</td>
<td>0.8732</td>
</tr>
<tr>
<td>MTF-GLP</td>
<td>0.8828</td>
<td>0.8766</td>
<td>3.7160</td>
<td>3.5216</td>
<td>0.9231</td>
</tr>
<tr>
<td>MTF-GLP-PP</td>
<td>0.8389</td>
<td>0.8333</td>
<td>4.0018</td>
<td>3.7688</td>
<td>0.9139</td>
</tr>
<tr>
<td>MTF-GLP-P</td>
<td>0.8476</td>
<td>0.8824</td>
<td>3.7015</td>
<td>3.9034</td>
<td>0.9282</td>
</tr>
<tr>
<td>CNMF</td>
<td>0.8686</td>
<td>0.8863</td>
<td>3.6128</td>
<td>3.2251</td>
<td>0.9102</td>
</tr>
<tr>
<td>RKHSpan</td>
<td>0.9098</td>
<td>0.9047</td>
<td>3.2528</td>
<td>2.9653</td>
<td>0.9255</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th></th>
<th>Q4</th>
<th>Q</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>0.8006</td>
<td>0.7916</td>
<td>5.2953</td>
<td>4.8520</td>
<td>0.6793</td>
</tr>
<tr>
<td>PCA</td>
<td>0.8998</td>
<td>0.8992</td>
<td>4.2719</td>
<td>3.0683</td>
<td>0.9187</td>
</tr>
<tr>
<td>HSI</td>
<td>0.7639</td>
<td>0.7942</td>
<td>5.9671</td>
<td>3.9898</td>
<td>0.8119</td>
</tr>
<tr>
<td>Brovey</td>
<td>0.7522</td>
<td>0.8061</td>
<td>5.2953</td>
<td>3.5781</td>
<td>0.8613</td>
</tr>
<tr>
<td>BDSN</td>
<td>0.9237</td>
<td>0.9145</td>
<td>3.3210</td>
<td>2.8000</td>
<td>0.9218</td>
</tr>
<tr>
<td>GS</td>
<td>0.8954</td>
<td>0.8990</td>
<td>4.3686</td>
<td>3.0929</td>
<td>0.9186</td>
</tr>
<tr>
<td>PRACS</td>
<td>0.9196</td>
<td>0.9083</td>
<td>3.6499</td>
<td>2.8542</td>
<td>0.9104</td>
</tr>
<tr>
<td>HFF</td>
<td>0.9141</td>
<td>0.9018</td>
<td>3.7200</td>
<td>2.9162</td>
<td>0.9066</td>
</tr>
<tr>
<td>SFIM</td>
<td>0.9153</td>
<td>0.9038</td>
<td>3.6334</td>
<td>2.8818</td>
<td>0.9087</td>
</tr>
<tr>
<td>Indusion</td>
<td>0.8374</td>
<td>0.8473</td>
<td>4.6643</td>
<td>3.8194</td>
<td>0.8709</td>
</tr>
<tr>
<td>ATWT</td>
<td>0.9248</td>
<td>0.9114</td>
<td>3.4225</td>
<td>2.7483</td>
<td>0.9112</td>
</tr>
<tr>
<td>AWLF</td>
<td>0.9247</td>
<td>0.9107</td>
<td>3.3313</td>
<td>2.7629</td>
<td>0.9110</td>
</tr>
<tr>
<td>ATWT-M2</td>
<td>0.8675</td>
<td>0.8545</td>
<td>4.7461</td>
<td>3.6979</td>
<td>0.8630</td>
</tr>
<tr>
<td>ATWT-M3</td>
<td>0.8825</td>
<td>0.8617</td>
<td>3.5248</td>
<td>3.7712</td>
<td>0.8445</td>
</tr>
<tr>
<td>MTF-GLP</td>
<td>0.9248</td>
<td>0.9121</td>
<td>3.3569</td>
<td>2.7210</td>
<td>0.9205</td>
</tr>
<tr>
<td>MTF-GLP-PP</td>
<td>0.9150</td>
<td>0.9016</td>
<td>3.6337</td>
<td>2.9628</td>
<td>0.9114</td>
</tr>
<tr>
<td>MTF-GLP-P</td>
<td>0.9287</td>
<td>0.9149</td>
<td>3.7296</td>
<td>2.9331</td>
<td>0.9243</td>
</tr>
<tr>
<td>MTF-GLP-CBD</td>
<td>0.9297</td>
<td>0.9129</td>
<td>3.1978</td>
<td>2.7015</td>
<td>0.9214</td>
</tr>
<tr>
<td>CNMF</td>
<td>0.8792</td>
<td>0.8760</td>
<td>3.9344</td>
<td>3.0044</td>
<td>0.9126</td>
</tr>
<tr>
<td>RKHSpan</td>
<td>0.9276</td>
<td>0.9178</td>
<td>3.2520</td>
<td>2.6971</td>
<td>0.9207</td>
</tr>
</tbody>
</table>

**Fig. 3.** Visual results of China dataset.
It is worth mentioning that each of the five metrics has a specific meaning. For instance, SCC only measures the spatial enhancement while SAM measures spectral distortion. Q4 is the unique one that measures both spatial and spectral distortions. According to this metric, the results of the proposed method are the best almost everywhere (3 out of 4). The only exception is the Toulouse dataset, where our approach is ranked in the second place only after the state-of-the-art BDSD approach, which usually works really fine when we have urban scenarios acquired by 4-bands sensors like IKONOS. The difference between the two Q4LMs is 0.0009 which indicates the two approaches get practically the same performance. Thus, our approach can be considered as the best because it is able to adapt to all data without tuning parameters.

D. More Discussions

- **The influence of using different initial pre-processing methods:** Tab. V shows the results by different initial methods (i.e., step 2 of Algorithm 2), it is clear that taking GS method as the initial approach obtains the best results. Thus, we choose GS method as the initial method in the paper. A more sophisticated initialization probably would lead to a slightly better final result but we have preferred to keep the proposed method simple, since we would like to focus on the methodological aspects of this contribution rather that with the fine tuning driven by specific data or application. Generally speaking, a rough initial guess does not always produce a low quality outcome of the proposed approach. The proposed Algorithm 2 actually has a self-correction scheme that can absorb some errors introduced in the initial. When there is error, it will be reflected in the difference between the degraded preliminary high-resolution image and the low-resolution input. The iterative scheme in Algorithm 2 will correct accordingly.

- **Intensity difference to ground-truth:** From Fig. 4, the proposed method is more consistent with the true green and red bands (sharper shape), while AWLP method obtains better performance on blue and NIR bands. However, the range of intensity difference to ground-truth for AWLP method is larger than our approach on blue and NIR bands (see Tab. VI), thus this may result in the worse quantitative performance than our method.

- **The influence of related parameters:** In Fig. 5, we take the Pléiades2 dataset to exhibit the performance with varying parameters. For the convenience of computing, we only conduct our method on the top-left part with size $60 \times 60 \times 4$. (a) The estimated image by our method; (b) $T^0 \hat{d}_i$; (c) $R^4 \hat{c}_i$; (d) $W^4 \hat{b}_i$, $i = 1, 2, 3, 4$. For better visibility, we add 0.1 intensity to (c) and (d).
where mean and std represent the mean value and standard deviation, respectively. In particular, we fix all parameters suggested in this section except the parameter we want to test, aiming to independently evaluate the parameter sensitivity. From Fig. 5 (a) - (c), we know that the quantitative results (i.e., Q4, SAM and ERGAS) only have slight changes around our suggested parameters $\lambda_2$, $\eta_1$ and $\eta_2$, which demonstrates the stability of our method to parameters. In addition, when $\lambda_1$, $\mu$ and $\kappa$ changing, the quantitative results are almost not affected, here we do not present the results of them for the goal of saving space. For Fig. 5 (d), the results with increasing iterations are exhibited. When the iteration number is 1 (i.e., the model (13)), it performs worse, whereas when the iteration number increases, we can get better results. Although we can get the best quantitative result by the maximum iteration, it is quite expensive. To balance the computation and performance, we finally set 7 iterations in this study. Fig. 5 (e) presents the results with different patch size, which indicates the suggested patch size performs competitively for all indexes. Fig. 5 (f) presents the results when setting different patch overlaps. Similar as Fig. 5 (d), although it can get the best quantitative results by the maximum overlap, it is quite time consuming. We therefore finally choose the overlap 3.

- **The estimated components by the proposed method:** In Fig. 6, we show the estimated components by the proposed method. From the figure, it is clear that $T^i d_i$, $i = 1, 2, 3, 4$, which is derived from the polynomials of RKHS, depicts the primary image information but without sharp image edge, see Fig. 6 (b). $\Psi^i \beta_i$, which is from AHFs mainly represents the sharp image edges, see Fig. 6 (d). Moreover, $K^i c_i$ that is derived from high-order term of RKHS describes some high-frequency image information, see Fig. 6 (c).

- **The comparisons of difference maps:** Fig. 7 reports the difference maps on Pléiades2 dataset for some representative methods. These difference maps are obtained by the corresponding errors on red, blue and green channels. The darker image shows the better details preserving, thus our method significantly performs better than other methods from this figure.

V. CONCLUSIONS

In this paper we presented a variational pansharpening technique based on the image super-resolution method of Deng et al. [37]. The novelty of the proposed pansharpening approach is in the representation of the pansharpened image as a continuous function in which image edges are modeled as approximated Heaviside functions and are considered to appear sparsely in the spatial domain. Considering the correlation of adjacent bands, we designed a Toeplitz sparse term to attain more spectral information. Experiments were conducted in order to prove the effectiveness of the proposed technique against state-of-the-art methods belonging to both the Component Substitution and MultiResolution Analysis approaches [4]. Many acknowledged datasets acquired by different sensors, including Pléiades, IKONOS, WorldView-2, were considered for the tests. The quantitative and visual results showed that the proposed technique outperformed reference pansharpening techniques in terms of spatial and spectral fidelity with the reference image. As future developments we plan to make full use of the toepzilt sparsity by making spectral analysis and extend the proposed technique to hyperspectral image pansharpening.
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