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Two meta-analyses examined the effects of growth mindset interventions. Burnette et al. (2023) tested two moderators and found that effects ranged from negative to positive. We (Macnamara & Burgoyne, 2023) tested 11 preregistered moderators and examined the evidence according to a well-defined set of best practices. We found major areas of concern in the growth mindset intervention literature. For instance, 94% of growth mindset interventions included confounds, authors with a known financial incentive were two and a half times as likely to report positive effects, and higher quality studies were less likely to demonstrate a benefit. Yan and Schuetze (2023) contextualized these findings by describing problems with mindset theory and its measurement. Likewise, Oyserman (2023) discussed how growth mindset is a culturally fluent idea; papers supportive of growth mindset are widely embraced, whereas papers taking a skeptical approach are challenged. In another commentary, Tipton et al. (2023) challenged our results, claiming to produce positive effects by reanalyzing our data set using Burnette et al.’s (2023) approach. However, in addition to changing the approach, Tipton et al. changed effect sizes, how moderators were coded, and which studies were included, often without explanation. Though we appreciate the discussion of multiple meta-analytic approaches, we contend that meta-analytic decisions should be a priori, transparently reported, and consistently applied. Tipton et al.’s analysis illustrated our (Macnamara & Burgoyne’s, 2023) conclusion: Apparent effects of growth mindset interventions on academic achievement may be attributable to inadequate study design, reporting flaws, and bias.

Public Significance Statement
This reply highlights frequent bias in the growth mindset intervention literature quantified in a recent meta-analysis. Two commentaries contextualized this bias, one by describing broader problems with growth mindset theory and its measures, the other by describing the reason for bias associated with intuitively appealing ideas like growth mindset. A third commentary argued for the benefits of growth mindset interventions by reanalyzing data from the meta-analysis after making substantive post hoc and inconsistent changes to the data set, thereby illustrating the conclusion of the original meta-analysis: Apparent benefits of growth mindset interventions on academic achievement may be due to inadequate study designs, flawed reporting, and bias.
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Two meta-analyses examining the effects of growth mindset interventions were independently submitted to *Psychological Bulletin* around the same time. Our meta-analysis (Macnamara & Burgoyne, 2023) focused on the effects of growth mindset interventions on academic achievement. Burnette et al.’s (2023) meta-analysis examined the effects of growth mindset interventions on multiple outcomes, one of which was academic achievement.

The two meta-analyses both sought to examine the efficacy of growth mindset interventions. Growth mindset interventions are implemented in classrooms around the world, but the efficacy of these interventions is not well-established. Sometimes effects are found in samples of interest (e.g., Yeager et al., 2019) and sometimes they are not (e.g., Foliano et al., 2018). Meta-analyses offer a way to test hypotheses about intervention efficacy using a body of research. The two meta-analyses used different approaches, offered different amounts of transparency and justification for their decisions, and reached different conclusions about the efficacy of growth mindset interventions. Burnette et al. (2023) focused on subgroup differences. They acknowledged that "null and even negative (in the case of academic achievement) effects are expected to be expected in growth mindset interventions" (p. 200). However, a key takeaway was that positive effects were more likely to be observed in subsamples that the original study authors had selected as their focal groups.

We (Macnamara & Burgoyne, 2023) examined the evidence according to a well-defined set of best practice criteria (Appelbaum et al., 2018; Boot et al., 2013; Simons et al., 2016). We found (a) that authors with a known financial incentive to report positive effects were more likely to report positive effects, (b) evidence of publication bias, and (c) that most growth mindset intervention studies contain major threats to internal validity (e.g., not isolating the effect of growth mindset from other treatment factors). Furthermore, higher quality studies were less likely to demonstrate a benefit of growth mindset interventions. We concluded that apparent effects of growth mindset interventions on academic achievement are likely attributable to inadequate study design, reporting flaws, and bias.

Three Commentaries

Three commentaries on the two meta-analyses also appear in this issue. Although this reply is primarily in response to Tipton et al. (2023), we briefly review all commentaries to provide a broader context.

**Yan and Schuetze (2023)**

Yan and Schuetze (2023) identified problems with mindset theory, its measurement, and the study designs used in growth mindset interventions. They noted that recent work suggests that the primary measure of mindset (Dweck, 1999) lacks response process validity (Limeri et al., 2020). That is, respondents differ in how they interpret the measure’s items, and these differing interpretations are associated with different patterns of responses reflecting “fixed” or “growth” mindsets. They also highlighted our finding that 94% of the included growth mindset interventions had differences between treatment and control conditions other than training a growth mindset. Taken together with previous findings that intervention effects are numerically larger when they fail to influence students’ growth mindset than when they succeed (Sisk et al., 2018), Yan and Schuetze suggest that either growth mindset may not be the critical ingredient in growth mindset interventions, or that results may be due to measurement problems. Either way, the internal validity of growth mindset interventions is undermined, rendering the mechanism driving effects unclear.

**Yan and Schuetze (2023)** described how we (Macnamara & Burgoyne, 2023) explored theoretically meaningful moderators and found no significant moderation effects. In contrast, they described how Burnette et al. (2023) “took a less theoretically-driven approach in examining moderators” (p. 212) by creating focal groups based on the original study authors’ identification of key subsamples. Yan and Schuetze cautioned that the authors of the original studies may have identified these groups post hoc, and therefore that the subgroup effects Burnette et al. (2023) report are potentially inflated.

**Oyserman (2023)**

Oyserman (2023) explained how growth mindset is a culturally fluent idea, meaning that it is intuitively appealing because it fits with culture-based assumptions. She explained how the culturally fluent approach comes at the risk of researchers and reviewers having the sense that growth mindset “feels right” and adopting a less critical lens when evaluating the theory.

In contrast, a culturally disfluent approach is intuitively unappealing because it counters culture-based assumptions. Oyserman explained how a culturally disfluent approach is often met with disbelief and suspicion. As such, compared with researchers evaluating a culturally fluent idea that is readily accepted by readers and reviewers, researchers taking a culturally disfluent approach must often be more rigorous in their evaluation of a theory.

Oyserman described how Burnette et al. (2023) took a culturally fluent approach, whereas we (Macnamara & Burgoyne, 2023) took a culturally disfluent approach. A culturally disfluent approach is more likely to align with metascience best practices including increased disclosure, greater coverage, and an emphasis on transparency. Oyserman explained how the two meta-analyses converged on the evidence and how the culturally fluent versus culturally disfluent approaches led to different methodological and reporting decisions.

Oyserman (2023) further explained that the culturally disfluent approach leads to more systematic evaluations and draws attention to gaps that are often missed. This approach improves scientific inquiry. Despite the greater service to science, Oyserman (2023) pointed out that researchers who highlight gaps in a culturally fluent idea may face an uphill battle against proponents of the idea.

**Tipton et al. (2023)**

The commentary by Tipton et al. (2023) differed substantially from the other two commentaries. The authors of the other two commentaries generally agreed that our theoretical and methodological approach was more rigorous than in Burnette et al. (2023). In contrast, the authors of this commentary implied that our approach led to inaccurate conclusions and concluded that Burnette et al.’s (2023) approach offers a promising example of best practices. In their commentary, Tipton and colleagues made five main arguments, which we address in turn:
1. They asserted that a primary reason the conclusions differed between the two meta-analyses was due to different analytical approaches, and that Burnette et al.’s (2023) approach of clustering effects and conducting simultaneous meta-regression was superior.

2. They contended that when they applied Burnette et al.’s (2023) analytical approach to our data set, our data set demonstrated positive effects.

3. They criticized many of our preregistered best practice criteria, claiming that they should not be best practice criteria and that we made errors in coding criteria. They further claimed that when they corrected these errors, financial incentives did not significantly moderate effects, and the results of our model examining the best available evidence demonstrated positive effects.

4. They argued that researchers should prioritize focusing on heterogeneity.

5. They claimed that benefits of growth mindset interventions are well-established.

Differences Between Macnamara and Burgoyne (2023) and Burnette et al. (2023)

Tipton et al. (2023) argued that a primary reason the two meta-analyses differed was our analytical approaches. For example, they claimed that we only included one effect size per study, but our open-access data (https://osf.io/ajhxv/) and Figures 5, 7, and 8 in Macnamara and Burgoyne (2023) show that we included multiple effect sizes per study.1 We included all relevant within-study effects when enough information was available as not to exclude participants. In cases where original study authors selectively reported relevant subsamples, we included those subsample effects in relevant moderator analyses.

The commentary authors also claimed that we split the data into small subgroups for moderator analyses. All samples were coded for every moderator and all relevant subgroups were entered into the moderator analyses; see our open data (https://osf.io/ajhxv/) and Tables 4–6 and 10–12 in Macnamara and Burgoyne (2023). In some cases, few studies were available to contribute to a level of a moderator (e.g., elementary school children when examining developmental stage of participants) leading to small subgroups. Thus, any small subgroups in our moderator analyses reflected the body of literature.

Tipton et al. (2023) put forth a universal statement for meta-analysts working with large heterogeneous literatures: moderators should be “tested simultaneously in meta-regression” (p. 232). They stated that Burnette et al.’s (2023) approach of simultaneously analyzing moderators is an example of best practices and implied that our approach of separately examining moderators led to false conclusions. Why did the two meta-analyses’ approaches to moderator analysis differ? Burnette et al. (2023) focused on two moderators: the degree to which the intervention was administered as intended and whether the subsample was considered a “focal group” in the original study. Using meta-regression, they simultaneously entered them into the analysis. This approach was appropriate given the number of moderators they examined.

Not including our analyses of bias, we examined 11 theoretical and methodological moderators (e.g., student level of risk for poor grades, socioeconomic status, type of control group, student developmental stage). Simultaneous meta-regression was inappropriate for our data set: due to the large amount of sampling error in estimating meta-regression weights, over 200 effect sizes (around double the number available) would be needed to simultaneously analyze 11 moderators and obtain appropriate predictive value from the regression weights (Schmidt, 1971, 2017). We, therefore, reported the correlations among the moderators and conducted the moderator analyses separately for adequate power to observe potential moderation effects.

Meta-analysts should conduct the analyses that are most appropriate to answer their research questions and for the data set in question. The best approach may or may not entail analyzing moderators simultaneously. For example, in a recent meta-analysis, Tipton and her coauthor estimated separate models for each moderator (Pustejovsky & Tipton, 2022). Although Pustejovsky and Tipton (2022) do not explain why they separately examined moderators in their meta-analysis, as opposed to running the moderator analyses simultaneously, we presume that this approach was most appropriate for their research questions and data set. Likewise, separately examining moderators was appropriate for our data set. Indeed, in Tipton et al.’s (2023) reanalysis of our data, they selected zero, one, or two moderators to analyze, depending on the model. In other words, Tipton et al. did not estimate all moderators simultaneously using our data set. Rather than issuing a universal statement that does not universally apply, we encourage future meta-analysts to preregister moderators and their analytical approach to best answer their research questions given the attributes of the data set.

We suggest there are three main differences between the two meta-analyses that the authors of the other commentaries also noted. For example, Oyserman (2023) pointed out that the two meta-analyses are not directly comparable because Burnette et al. (2023) only included a subset of the relevant studies of academic achievement included in Macnamara and Burgoyne (2023). We (Macnamara & Burgoyne, 2023) included 63 studies, whereas Burnette et al. (2023) included half as many: 32 studies of academic achievement.2 The different data sets are a main difference between the two meta-analyses.

A second major difference between the meta-analyses was in the examinations of student subgroups (Oyserman, 2023; Yan & Schuette, 2023). We specified characteristics of subgroups a priori that were hypothesized by mindset theory to demonstrate greater or lesser treatment effects (e.g., developmental stage, level of academic challenge, socioeconomic status), and preregistered these subgroup characteristics of interest. We examined each characteristic independently to test whether a particular sample characteristic consistently demonstrated a relatively larger effect.

1 For example, we included multiple effects from Wilson (2009), a study with a 2 × 2 design where the treatment effect was hypothesized to vary across the levels of the other factor. Oddly, Tipton et al. (2023) explicitly—and incorrectly—cite Wilson (2009) as an example of us combining effects into a single effect.

2 Though the two meta-analyses had different inclusion criteria, we counted at least 23 studies (both published and unpublished) that met both meta-analyses’ inclusion criteria that we (Macnamara & Burgoyne, 2023) included but Burnette et al. (2023) did not.
with the goal of identifying who might benefit most from growth mindset interventions.

In contrast, Burnette et al. (2023) examined “focal” subgroups that had been identified by the original study authors. Effects were coded as pertaining to a focal group or not. Samples coded as being a focal group included a mix of characteristics that differed from study to study, from women in a laboratory-based stereotype threat manipulation to students from low-socioeconomic households to students holding fixed mindsets. Subgroup, or focal group, analyses are often selected post hoc without correction, resulting in low credibility and limited likelihood of being corroborated by other studies (Buyse, 1989; Moher et al., 2012; Sun et al., 2010, 2014; Wang et al., 2007). Thus, although focal subgroup status explained some degree of heterogeneity, this finding may have little influence on theory development: It suggests that larger effects are more likely to occur in subgroups that original study authors identified as focal subgroups, not that any particular sample characteristic consistently demonstrated a larger effect (Sun et al., 2014).

A third major difference is that we aimed to reduce bias in our analyses and to evaluate bias in the growth mindset intervention literature (Oyserman, 2023; Yan & Schuetze, 2023). We (Macnamara & Burgoyne, 2023) preregistered our hypotheses, search protocol, theoretical moderators, methodological moderators, and planned analyses. We followed clear rules for how to calculate effect sizes when multiple options were available and how to form subgroups. We additionally preregistered a set of best-practice criteria in study design, reporting, and avoiding bias (see https://osf.io/9gajk). These best-practice criteria were informed by recommendations for examining psychological interventions (Boot et al., 2013; Simons et al., 2016) and reporting standards for quantitative research (APA Publications and Communications Board Working Group on Journal Article Reporting Standards, 2008; Appelbaum et al., 2018). We also preregistered our methods for coding the original studies’ adherence to these best practices.

Differing from Macnamara and Burgoyne (2023), Burnette et al. (2023) had no preregistration. They stated, “we did not preregister the search protocol or decisions outlined below” (p. 185). It is unclear which decisions by Burnette et al. were made a priori and which were made post hoc. Post hoc moderator selection contributes to highly inflated effects (Schmidt, 2017; Schmidt & Hunter, 2015; Thompson & Higgins, 2002).

Yet, Tipton et al. (2023) argued that our preregistered meta-analysis is an example of poor methodological practices, whereas Burnette et al.’s (2023) nonpreregistered meta-analysis is an example of best practices. As Oyserman (2023) described, culturally fluent ideas like growth mindset tend to be easily accepted without scrutiny, whereas culturally disfluent perspectives are likely to be heavily criticized by proponents of an idea.

Tipton and colleagues are proponents of growth mindset interventions, for example, Tipton and several of her coauthors are part of an initiative to implement growth mindset interventions in classrooms around the world (“The Global Mindset Initiative,” e.g., Tipton et al., 2021). Multiple authors of the commentary also have a financial incentive to report benefits of growth mindsets. For example, Yeager is registered with a speakers’ bureau where he can be hired to give keynote speeches on how growth mindset facilitates resilience and achievement (see supplemental Tables S1 and S2). There is a human tendency to give greater weight to information that supports existing beliefs and to seek to discredit contradictory information (Nickerson, 1998). Burnette et al.’s (2023) results support the idea that growth mindset interventions are worthwhile; our results question this conclusion.

**Different Conclusions From a Changed Data Set**

Tipton et al. (2023) claimed that applying Burnette et al.’s (2023) approach to our data leads to a different conclusion “from the exact same data set” (p. 231), namely, a significant effect for at-risk groups. However, Tipton et al. did not use the exact same data set: rather, they made multiple changes beyond disaggregating dependent effects. These changes ranged from substituting effect sizes that did not take into account baseline differences to changing risk statuses without explanation to coding effects from different studies as coming from the same study.

In total, Tipton et al. (2023) altered information beyond disaggregating effects in more than a third of the studies (22 of 63). In Table 1, we focus on the changes they made to the effect sizes and at-risk statuses in our data set. In a footnote, Tipton et al. noted the criteria for making changes to the data set; however, they did not apply these criteria consistently. They also made other changes outside these criteria without explanation.

For instance, Tipton et al. (2023) changed the effect size for Bostwick (2015), which, accounting for baseline differences, demonstrated that the treatment group improved numerically less than the control group from pre- to postintervention: \( d = -0.16 \). They replaced this effect size with postintervention group differences that erroneously suggest that the treatment group improved more than the control group: \( d = 0.10 \) and 0.24. However, Tipton et al. did not consistently apply this rule. For example, they did not change the effect size for Coates (2016), where replacing the effect size accounting for baseline differences to postintervention group differences would have lowered the effect size from \( d = -0.01 \) to \( d = -0.18 \). We (Macnamara & Burgoyne, 2023) consistently accounted for baseline differences when possible, regardless of the effect size produced.

As another example, Tipton et al. (2023) included a low-socioeconomic status (SES) subsample along with the whole sample in the Churches and Educational Development Trust (2016) studies, where the low-SES subsample effects were generally larger (\( d_s = 0.05 \) to 0.15) than the whole sample effect sizes (\( d_s = -0.13 \) to 0.08). With this decision, students who were from low SES backgrounds contributed double the number of effect sizes compared with students who were not from low SES backgrounds in these studies, increasing the size of the meta-analytic estimated effects. However, Tipton et al. did not consistently include effects from low-SES subsamples. For example, in Foliano et al. (2018), they excluded the low-SES subsample effect sizes from their analysis; the low-SES subsample effects were nearly identical to the whole sample effect size—all within 0.01 of \( d = 0.00 \). In this case, including the low-SES subsample would have lowered both the overall meta-analytic estimate of the effect and the meta-analytic estimate for the

---

3 The study contributing this focal group (Aronson et al., 2002) in Burnette et al.’s (2023) meta-analysis explicitly violated Burnette et al.’s inclusion criteria: studies must be “an intervention in an applied setting” (p. 183) and cannot be “lab-based studies that featured an experimental manipulation” (p. 183).
Table 1

<table>
<thead>
<tr>
<th>Reference</th>
<th>Effect sizes by at-risk status</th>
<th>Justifications</th>
<th>Effect sizes by at-risk status</th>
<th>Justifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson et al. (2016)</td>
<td>No risk status assigned:</td>
<td>As we described in our open data, we were unable to obtain detailed sample information for this study</td>
<td>Low: $d = -0.01$</td>
<td>Medium: $d = 0.11$</td>
</tr>
<tr>
<td>Bostwick (2015)</td>
<td>Low: $d = -0.16$</td>
<td>Following our preregistered criteria, we used baseline differences when possible and calculated group differences in change scores to determine each student’s risk status.</td>
<td>Medium: $d = 0.24$</td>
<td>Low: $d = -0.10$</td>
</tr>
<tr>
<td>Fabert (2014)</td>
<td>Medium: $d = 0.05$</td>
<td>Following our rule, dependent effect sizes were adjusted for dependency.</td>
<td>Medium: $d = 0.05$</td>
<td>Medium: $d = 0.14$</td>
</tr>
<tr>
<td>Macnamara and Burgoyne’s (2023)</td>
<td>Low: $d = 0.01$</td>
<td>Following our rule, subsamples relevant for this study were coded as medium risk because they were transitioning to a new school.</td>
<td>Low: $d = 0.01$</td>
<td>Low: $d = 0.14$</td>
</tr>
<tr>
<td>Tipton et al. (2023)</td>
<td>Medium: $d = 0.03$</td>
<td>Following the earlier unpublished version (Broda, 2015) because participants were excluded from the study, we therefore used the whole sample effect size when the original study excluded multiple subsamples as high-risk. Tipton et al. indicated that we coded the low-SES subsamples as high-risk.</td>
<td>Medium: $d = 0.06$</td>
<td>Medium: $d = 0.15$</td>
</tr>
</tbody>
</table>

Note: Table continues...
<table>
<thead>
<tr>
<th>Reference</th>
<th>Effect sizes by at-risk status</th>
<th>Justifications</th>
<th>Effect sizes by at-risk status</th>
<th>Description of changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macnamara and Burgoyne’s (2023) data set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tipton et al.’s (2023) changes to our data set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foliano et al. (2018)</td>
<td>Low:</td>
<td>Following our rule, dependent effect sizes were adjusted for dependency.</td>
<td>Low:</td>
<td>Tipton et al. coded all women in the sample as high risk (low achieving) despite nearly identical academic achievement between women and men in the sample.</td>
</tr>
<tr>
<td></td>
<td>$d = -0.003$</td>
<td>Following our rule, subsamples relevant for moderators (here, low SES: $d = 0.00$) replaced the whole sample in the relevant moderator analysis.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = -0.01_{dep.} (-0.003)$</td>
<td></td>
<td>Tipton et al. stated that the study was designed to help women and women were the targeted group. This is misleading. Fabert (2014) hypothesized gender effects on self-efficacy and intention but had no hypotheses about the intervention being more effective for women’s than men’s academic achievement.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.00_{dep.} (-0.003)$</td>
<td></td>
<td>Tipton et al. coded all women in the sample as high risk (low achieving) despite nearly identical academic achievement between women and men in the sample.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.00$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.00_{dep.} (0.00)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.00_{dep.} (0.00)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outes et al. (2017) and Outes-Léon et al. (2020)</td>
<td>No risk status assigned:</td>
<td>As we described in our open data, demographic information for students or schools was not reported in the 2017 study report we used. (The 2020 report Burnette et al. and Tipton et al. used became available after our search stop date)</td>
<td>Low:</td>
<td>Tipton et al. indicated that we coded the sample as medium risk. We did not</td>
</tr>
<tr>
<td></td>
<td>$d = 0.02$</td>
<td>Following our rule, dependent effect sizes were adjusted for dependency.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.03_{dep.} (0.02)$</td>
<td>Following our rule, subsamples relevant for moderators (here, low SES: $d = 0.00$) replaced the whole sample in the relevant moderator analysis.</td>
<td>Tipton et al. separated dependent effect sizes, but did not include the low-SES subsamples as they did with other studies.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.01_{dep.} (0.02)$</td>
<td>Following our rule, subsamples relevant for moderators (here, low SES: $d = 0.00$) replaced the whole sample in the relevant moderator analysis.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paunesku et al. (2015)</td>
<td>Medium:</td>
<td>Following our preregistered criteria, the majority of students were coded as medium risk because they were transitioning to a new school.</td>
<td>Low:</td>
<td>Tipton et al. indicated that we coded the sample as medium risk. We did not</td>
</tr>
<tr>
<td></td>
<td>$d = -0.01$</td>
<td>The high risk subsample was at risk of failing. Following our rule, subsamples relevant for moderators (here, high risk: $d = 0.20$) replaced the whole sample in the relevant moderator analysis.</td>
<td>Tipton et al. separated dependent effect sizes by short-term effects, midterm effects, and school subject. They separated independent effects by region of Peru and high-risk subsamples, which Burnette et al. estimated from a figure. These estimates appear incorrect. Burnette et al. misattributed the sample size of three separate interventions (mindset, belonging, and mindset + belonging) to the mindset intervention.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High:</td>
<td>Despite all students transitioning to a new school and Tipton et al. coding other samples transitioning to a new school as medium risk, Tipton et al. coded the majority of students as low risk in this study. Tipton et al. provided no explanation for this change in risk status.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$d = 0.20$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tipton et al. used effect sizes that included treatment schools that never received the treatment materials (40% of treatment schools did not administer the treatment). Oddly, in this study using effects from students who never received the treatment substantially increased the effect of treatment.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(table continues)
<table>
<thead>
<tr>
<th>Reference</th>
<th>Macnamara and Burgoyne’s (2023) data set</th>
<th>Tipton et al.’s (2023) changes to our data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Effect sizes by at-risk status</td>
<td>Justifications</td>
</tr>
</tbody>
</table>
| Rienzo et al. (2015) | Low: $d = 0.05$  
$d = 0.02$ dep. (0.05)  
$d = 0.07$ dep. (0.05)  
$d = 0.15$ | Following our rule, subsamples relevant for moderators (here, high risk: $d = 0.33$ and low-SES; $d = 0.15$) replaced the whole sample in the relevant moderator analysis | Low: $d = 0.02$  
$d = 0.07$ | Tipton et al. separated the dependent effect sizes, but overweighted the high-risk subsample by including the whole sample and the subsample together in the same analysis |
| | High: $d = 0.07$ dep. (0.15)  
$d = 0.22$ dep. (0.15)  
$d = 0.33$  
$d = 0.36$ dep. (0.33) | We followed our rule of accounting for baseline differences when possible and calculated group differences in change scores for all groups | High: $d = 0.38$  
$d = 0.34$ | Tipton et al. did not include the low-SES subsample as they did with other studies. No explanation is given for this inconsistency |
| Yeager, Romero et al. (2016) | Medium: $d = −0.04$  
High: $d = 0.11$ | Following our preregistered criteria, the non-high-risk subsample of students was coded as medium risk because they were transitioning to a new school  
The high-risk subsample was lower achieving following our rule, we separated relevant subsamples for the main analysis when enough information was available to do so without excluding students | Low: $d = −0.04$  
$d = 0.01$ | Despite all students transitioning to a new school and Tipton et al. coding other samples transitioning to a new school as medium risk, Tipton et al. coded half the students as low risk in this study. Tipton et al. provided no explanation for this change in risk status |
| Yeager et al. (2018) and Yeager et al. (2019) | Medium: $d = −0.01$  
High: $d = 0.08$ | Following our preregistered criteria, the non-high-risk subsample of students was coded as medium risk because they were transitioning to a new school  
The high-risk subsample was lower achieving following our preregistered criteria, we used the 2018 unpublished study report because participants were excluded for the 2019 publication | Low: $d = −0.01$  
$d = 0.11$ | Despite all students transitioning to a new school and Tipton et al. coding other samples transitioning to a new school as medium risk, Tipton et al. coded half the students as low risk in this study. Tipton et al. provided no explanation for this change in risk status |

*Note.* Low = effect sizes associated with samples coded as low risk of poor grades; Medium = effect sizes associated with samples coded as medium risk of poor grades (transitioning to a new school or under a stereotype threat manipulation); High = effect sizes associated with samples coded as high risk of poor grades. Bolded effect sizes are effect sizes included in the main analysis. Nonbolded effect sizes labeled as “High” replaced the whole sample when we tested for moderation by risk status. $\text{dep} =$ dependent effect that contributed to the dependency-adjusted effect size (in parentheses) that was entered in the analysis; $\text{dep. (0.05)} =$ low-socioeconomic status subsamples that replaced the whole sample when we tested for moderation by socioeconomic status. GPA = grade point average.
focal at-risk group they created for their analysis. Tipton et al. provided no explanation for the inconsistent inclusion/exclusion of low-SES subsample effects.

Tipton and colleagues (2023) also made changes to the at-risk status of samples. We coded samples where the majority of students were low achieving (e.g., at risk of failing) as “high risk” of poor grades, samples where the majority of students were facing a situational challenge (e.g., transitioning to a new school) as “medium risk” of poor grades, and samples where the majority of students were neither low achieving nor facing a situational challenge as “low risk.” Tipton et al. made changes to these risk statuses, often without explanation. Likewise, their selection of subgroup characteristics was inconsistent and unexplained.

For instance, Tipton et al. (2023) changed the risk status of several samples yielding small effect sizes ($d = −0.04$ to 0.03) from medium risk to low risk, but did not change the risk status of other subgroups with the same characteristics, without explanation. As a case in point, Yeager (an author of Tipton et al., 2023) contributed five studies, each with 9th-graders transitioning to a new school (Yeager et al., 2014; two studies; Yeager et al., 2019; Yeager, Lee, & Jamieson, 2016; Yeager, Romero et al., 2016). In each case, Yeager previously argued that these students were facing a situational challenge that increased their academic risk. In the reanalysis, Tipton et al. changed the risk status of two of the samples, whose average effect size was $d = −0.02$, from medium risk to low risk; they maintained the medium-risk status of the other samples in these studies, whose average effect size was $d = 0.31$.

After making these changes to our data set and changing who was coded as at-risk, Tipton and colleagues (2023) concluded that our data set demonstrated an effect for at-risk students. These changes precisely illustrate the conclusion of Macnamara and Burgoyne (2023): benefits of growth mindset interventions appear more likely to be observed when researchers make post hoc decisions and selectively report data.

Reanalysis of Our Data Set Using Burnette et al.’s (2023) Approach

Burnette et al.’s (2023) approach, like all meta-analytic approaches, has pros and cons. A benefit of simultaneous meta-regression is that, if one has enough power for the number of moderators under examination, controlling for the effects of other moderators can help to control for potential confounding from correlated moderators. A benefit of clustering effects is that all effects are available for all analyses.

A disadvantage of clustering is that it is not designed for partially dependent samples, which appeared in just over 10% of the studies in our data set. For example, Good et al. (2003) reported the treatment effect on reading scores for all students in the sample, but reported the treatment effect on math scores separately for boys and girls. In this case, the sample contributing to the effect for reading overlaps with each of the two subsamples contributing to the effects for math, but the two effects for math are independent of one another. Confusingly, in Tipton et al.’s (2023) reanalysis, they coded the whole sample as independent from its constituent subsamples, and coded the separate subsamples as though they were made up of the same students. In contrast, with the approach we used in Macnamara and Burgoyne (2023), we were able to adjust for these types of partially dependent samples.

In other cases, partially dependent effects came from studies where the original study authors provided effects for the whole sample and one or more subsamples (e.g., high-risk students), but not the remainder of the sample. Including both the whole sample and a subsample of the whole sample means that some students in the sample are contributing more effects than others. In these cases, the subsample completely overlaps with the whole sample and the whole sample partially overlaps with the subsample. Tipton et al. (2023) sometimes included subsamples along with the whole sample, but coded subsamples as having no overlap with the whole sample. Burnette et al. (2023) often only included the subsroup and excluded the whole sample effects. In Macnamara and Burgoyne (2023), we included the whole sample, and when non-independent subgroups were relevant for particular moderator analyses, we presented the results of the moderator analyses first with the whole samples and then with the relevant subsamples replacing the whole samples. We chose this approach because it included all data without treating dependent effects as independent or double counting effects from some students but not others.

Tipton et al. (2023) also coded several different studies as the same study, introducing errors into their cluster-adjusted approach. For example, they coded Peterson (2018), a study with elementary school children, as the same study as Paunesku et al. (2015), a study with high-school students. As another example, they coded Schubert (2017), a study with college students, as the same study as Saunders (2013), a study with middle school students. These studies were independent and varied in important aspects, which should have contributed to between-study heterogeneity rather than within-study heterogeneity. In total, Tipton et al. incorrectly coded 13% of the studies (8 of 63) as being the same as another study, erroneously increasing within-study heterogeneity.

Given the issues in handling partially dependent samples and the effects-to-moderators ratio, we believe the approach we used in Macnamara and Burgoyne (2023) was the best approach for our data set. There are, of course, multiple ways to analyze a data set. We subjected our data to the approach used by Burnette et al. (2023) and advocated by Tipton et al. (2023) where effects were clustered within samples, which were clustered within studies, and entered all moderators simultaneously in a metaregression. We coded subsamples and the whole sample they originated from as belonging to the same sample, as there is more dependence than independence in these cases.

When we analyze all effects using this approach, regardless of study quality, we find a small overall effect on academic achievement as we did in Macnamara and Burgoyne (2023): $d = 0.07, 95\% \text{ CI} [0.02, 0.12], p = .005, \tau^2 = .03$ (see Macnamara & Burgoyne, 2023: $d = 0.05, 95\% \text{ CI} [0.02, 0.09], p = .004, \tau^2 = .01$). Unsurprisingly, with this approach, we were unable to simultaneously analyze all moderators; there were insufficient data for the model to estimate all moderator effects simultaneously using cluster-robust standard errors.

We next reanalyzed the second model presented in Macnamara and Burgoyne (2023). Here, we tested whether growth mindset is the critical ingredient of growth mindset interventions. We included effects from all studies that demonstrated the treatment changed students’ mindsets as intended, meeting the minimal standard of evidence to attribute treatment effects to growth mindset.

When we analyze these effects clustered within samples within studies, we do not observe a significant treatment effect on academic
achievement: $d = 0.03, 95\% \text{ CI } [-0.07, 0.13], p = .522, \tau^2 = .03$. Similarly, we did not observe a significant treatment effect in Macnamara and Burgoyne (2023): $d = 0.04, 95\% \text{ CI } [-0.01, 0.10], p = .146, \tau^2 < .01$.

Finally, we reanalyzed the third model presented in Macnamara and Burgoyne (2023). Here, we sought to evaluate the best available evidence—studies that influenced students’ mindsets and met the most best practice criteria in study design, reporting, and avoiding bias. When we analyze these effects clustered within samples within studies, we do not observe a significant treatment effect on academic achievement: $d = -0.003, 95\% \text{ CI } [-0.11, 0.10], p = .939, \tau^2 < .01$. Similarly, we did not observe a significant treatment effect in Macnamara and Burgoyne (2023): $d = 0.02, 95\% \text{ CI } [-0.06, 0.10], p = .666, \tau^2 = .01$.

As can be seen, when evaluating the same data set using a different approach, the results are quite similar. In line with our previous report, an apparent small effect emerges when including all studies, regardless of quality control. Limiting inclusion to studies that demonstrated they changed students’ mindsets as intended should produce a stronger effect if growth mindset is the critical ingredient in growth mindset interventions. Instead, in line with our previous report, there is no significant evidence of a treatment effect on academic achievement in this case. Likewise, when including only studies of the highest caliber available, in line with our previous report, the effect is nonsignificant.

Debate and Conclusions With Respect to Best-Practices Criteria and Designations

We (Macnamara & Burgoyne, 2023) listed 10 best-practices criteria essential for drawing causal conclusions. These best-practices criteria pertained to study design, reporting, and avoiding bias, and were informed by recommendations for psychological interventions (Boot et al., 2013; Simons et al., 2016) and reporting standards (APA Publications and Communications Board Working Group on Journal Article Reporting Standards, 2008). Each study was coded for each of these 10 best practices.

Many growth mindset intervention studies failed to follow best practices: 42% of samples failed to compare their treatment to an active control group. Ninety-four percent of samples failed to isolate the key treatment variable of interest. Seventy-two percent of samples failed to blind students, study administrators, and teachers to condition. Tipton and colleagues (2023) made no comment on these best practices. They did not express concern over the large number of studies that failed to adhere to these best practices, the threat to internal validity of those studies, or how results from those studies might skew the interpretation of effects in the growth mindset intervention literature.

We also included conducting an a priori power analysis as a best practice criterion and found that 75% of the growth mindset intervention study samples failed to conduct and report an a priori power analysis. Tipton et al. (2023) argued that conducting an a priori power analysis should not be included as a best practice criterion because (a) power analyses are not uniformly required by journals and (b) a priori power analyses are not a requirement in other guidelines. We note that a goal of best practices is to move beyond minimal requirements in order to produce better science. We also note that a priori power analyses are found in other study quality guidelines and have been since 2008 (APA Publications and Communications Board Working Group on Journal Article Reporting Standards, 2008; see also Appelbaum et al., 2018; Grant et al., 2018).

Ninety-four percent of the studies in our meta-analysis were produced after this standard was implemented. We also included random assignment to condition at the student level as a best practice criterion and found that nearly half of the studies (49% of samples) did not randomly assign students to condition. Tipton et al. (2023) argued that random assignment at the individual level should not be a best practice criterion because (a) assigning at the group level is common in education research and (b) existing standards require that random assignment to condition match the level of analysis, but do not state it must be at the student level. We note that though a practice might be common in education research, that does not mean it is a best practice. We also note that, as Tipton et al. acknowledged, the level of assignment to condition should match the level of analysis. Otherwise, sampling variance is underestimated, producing highly misleading significance test results (Hox, 1998; McCoach & Adelson, 2010). Researchers examining students’ academic achievement analyze at the student level, therefore, they should randomize at the student level.

Moreover, if the level of assignment differs from the level of analysis, statistical adjustments need to be made to account for the design effect. As an example, in Blackwell et al.’s (2007) highly cited growth mindset intervention study, Blackwell et al. randomly assigned to condition at the group level but analyzed at the individual student level without correction. When adjusting for the design effect, the treatment effect in Blackwell et al.’s (2007) study is no longer statistically significant.

Another best practice criterion was checking whether the intervention changed students’ mindsets as intended by testing for significant pre- to postintervention increases in growth mindset in the treatment group. For 41% of the samples, the researchers did not report whether the intervention changed treatment students’ mindsets as intended. Tipton et al. (2023) argued that postintervention group differences between treatment and control on mindset should suffice as a manipulation check. We disagree. Postintervention differences can lead to erroneous conclusions if the groups differed preintervention (which is more likely to occur in small samples and when not randomly assigning to condition at the individual level). Ideally, researchers would ensure that the treatment students’ mindsets shifted toward a growth mindset from pre- to postintervention and that the control students’ mindsets did not shift during the same period. Few growth mindset intervention studies examined changes in mindset in this way. Our best practice criterion was more lenient than this standard while still providing a more robust test of whether the intervention changed treatment students’ beliefs to more of a growth mindset than Tipton et al.’s suggested approach.

We also included preregistration as a best practice criterion. Tipton and colleagues (2023) appeared to argue against preregistration as a best practice criterion. That is, they described the quality measure as “anachronistic” (p. 236) for studies that were conducted before preregistration was introduced to psychology. However, the vast majority (89%) of the study reports were produced after preregistration was introduced to psychology. In total, very few studies (3% of samples) were preregistered. In fact, there were more nonpreregistered studies that claimed to be preregistered (six studies) than there were actual preregistered studies (two studies).
Despite seeming to argue against preregistration as a best practice criterion, Tipton et al. (2023) implied that preregistered studies offer the best evidence that growth mindset effects are well-established. They cited multiple “preregistered” studies as support for the benefits of growth mindset. However, none of those studies were actually preregistered. For example, Tipton et al. (2023) cited their own work, Yeager et al. (2019), as an example of a preregistered study. The “preregistration” is a document Yeager et al. (2019) wrote after analyzing a portion of the data to help “inform” the preregistration (see p. 3 of the document). Analyzing data to inform a preregistration violates the fundamental purpose of a preregistration.

Likewise, Tipton and colleagues (2023) claim that a “preregistered replication” by Zhu et al. (2019) verified Yeager et al.’s (2019) results. However, this study was a reanalysis of Yeager et al.’s (2019) data set that used the same poststudy document from Yeager et al. (2019) as its “preregistration.” Claiming nonpreregistered studies are preregistered is a problem in the growth mindset intervention literature (Macnamara & Burgoyne, 2023). Likewise, the claim that Zhu et al. (2019) verified the results of Yeager et al. (2019) is questionable. Using the same data set, Zhu et al. (2019) found an effect almost half the size of what Yeager et al. (2019) reported for the focal group of lower-achieving students: 0.06 versus 0.10 average grade points.

Best Practices in Avoiding Conflicts of Interest

We (Macnamara & Burgoyne, 2023) also included a best practice criterion that authors of growth mindset intervention studies should not have a financial incentive to demonstrate benefits of growth mindset interventions. We did not code a study having grant funding as having a financial incentive. Rather, financial incentives were coded based on whether a study author received additional personal income, outside their faculty/researcher salary, aligned with reporting a particular outcome. We coded studies as having one or more authors with a perceived financial conflict of interest if any author was registered with a speakers’ bureau to give motivational, inspirational, or keynote speeches on the benefits of growth mindset; if any author cofounded, was employed by, or served as a consultant to an organization or for-profit company that promotes or sells growth mindset services or products; and/or if any author profits from book royalties claiming benefits of growth mindset.

Having financial incentives to demonstrate benefits does not preclude rigorous research. Researchers with financial incentives undoubtedly view their own work as unbiased (Simons et al., 2016). Despite beliefs about objectivity, investigations from fields such as medicine suggest that researchers’ decisions during the study design and reporting processes are influenced by financial incentives that are aligned with reporting a particular outcome (Simons et al., 2016; e.g., see Bekelman et al., 2003; Garg et al., 2005; Perlis et al., 2005).

Tipton et al. (2023) argued that several researchers we coded as having a financial incentive did not have a financial incentive. For example, they argued that Carol Dweck does not have a financial incentive to report benefits of growth mindsets. We coded studies authored by Dweck as having one or more authors with a financial incentive for multiple reasons: Dweck is registered with several speakers’ bureaus to give motivational speeches to corporations about growth mindset, she cofounded a for-profit company that sells growth mindset products, and she profits from sales of her bestselling self-help book “Mindset.” Tipton et al. argued that because Dweck divested from the for-profit company she cofounded that she does not have a financial incentive. They neither comment on Dweck’s lucrative income from speaking engagements (Chivers, 2019) nor do they comment on her income from her book royalties. We hold that Dweck has financial incentives to demonstrate benefits of growth mindsets and that studies authored by Dweck are properly coded as having one or more authors with a financial incentive.

Tipton and colleagues (2023) also claimed that we defined financial conflicts of interest as any subsequent financial success by an author of a growth mindset intervention study. They described two cases in reference to this claim. In one case, they implied that coding Orvidas as having a financial incentive to find positive effects for her 2018 article is inappropriate because she only formed a consulting company 2 years later, in 2020. Critically, however, at the time Orvidas was conducting and publishing her mindset research, she was also working as a health and growth mindset coach (see supplemental Table S1).

The second case Tipton et al. describe is in regard to McDaniel, an author of Tipton et al. (2023). We (Macnamara & Burgoyne, 2023) coded a 2018 growth mindset intervention study authored by McDaniel (Fink et al., 2018) as having one or more authors with a financial incentive to report positive effects because McDaniel had previously written a popular press book in 2014 with a section describing benefits of growth mindset. Surprisingly, Tipton and colleagues argued that McDaniel should not count as having a financial incentive, claiming he wrote his popular press book after authoring his 2018 article. Contrary to their claim, the 2014 book was for sale and had been for years when the 2018 article was first submitted to the journal where it was later published. Thus, for neither Orvidas nor McDaniel was the financial incentive subsequent to the growth mindset intervention study as Tipton et al. claimed.4

Tipton et al. (2023) further stated that when they reanalyzed the data, authors with a financial incentive did not contribute significantly larger effect sizes than authors without a financial incentive. Yet, Tipton et al. made multiple changes to the financial incentive statuses in the data set before conducting their analysis. Further, these changes were inconsistently applied. For example, despite arguing that neither McDaniel nor Orvidas had a financial incentive at the time of their research, they changed one financial incentive status, but not the other. Specifically, they changed the financial incentive status of McDaniel’s study (d = 0.17) to having no authors with a financial incentive—but maintained the financial incentive status of Orvidas’ study (d = −0.03). For the sake of transparency, it would have been beneficial to provide an explanation for this inconsistency.

Of the studies Tipton et al. (2023) argued were incorrectly coded, the average effect size of those where they then changed the financial incentive status from having a financial incentive to “no authors with a financial incentive” for their analysis was $\bar{d} = 0.80$, whereas the average effect size of those where they maintained the financial incentive status for their analysis was $\bar{d} = 0.38$. By recoding some authors’ financial incentives but not others, the overall effect size associated with having a financial incentive was reduced, as was the

---

4 Tipton et al. (2023) also claimed that Mark A. McDaniel has not been involved with mindset research apart from one study in 2018. However, McDaniel, an author of Tipton et al. (2023), authored a second growth mindset intervention study less than 1 year ago (Fink et al., 2022).
likelihood of the financial incentive status moderator being statistically significant. Tipton and colleagues did not explain why they changed some financial incentive statuses, but not others, when they applied the same argument to both. Supplemental Table S1 provides (a) the rationale for why each study was originally coded as having one or more authors with a financial incentive; (b) Tipton et al.’s argument, if any, and whether or not they changed the status; and (c) comments on Tipton et al.’s argument and why the study’s original financial incentive status is warranted. We hold that each study’s original financial incentive status in Macnamara and Burgoyne (2023) was correctly coded.

**Best Practices Model**

We (Macnamara & Burgoyne, 2023) reported a model of studies that met the minimal standard of evidence (i.e., demonstrated the intervention influenced students’ mindsets) and met at least 60% of the best practice criteria. The model yielded a nonsignificant effect. Tipton et al. (2023) argued that dichotomizing a continuous variable (number of best practices met) requires an arbitrary cutoff and is not a best practice. They also noted that testing small subgroups reduces power.

Rather than an arbitrary decision for a cutoff, we sought to include only studies that demonstrated the intervention changed students’ mindsets and met 100% of the best-practices criteria. There were no such studies available. The lack of quality studies in the growth mindset intervention literature required us to lower our threshold to 60% to have enough studies to analyze. We preregistered this model, including the contingency plan for lowering the threshold in case few high-quality studies were available in the growth mindset intervention literature.

Additionally, rather than only testing one small subgroup, we explored the entire best practices space across the growth mindset intervention literature: we tested over 200 models for every combination of number of best-practices criteria met, with and without the criterion that the study demonstrated the intervention influenced students’ mindsets, when at least five studies were available. Thus, we did not simply dichotomize the number of best-practices criteria met nor did we rely on a single model with a limited number of studies and power. We found that as the number of best practices adhered to increased, the number of significant models decreased.

Tipton et al. (2023) claimed to reanalyze this model using our criteria but with Burnette et al.’s (2023) approach. From their model, they reported a significant effect of treatment on academic achievement. Tipton and colleagues made multiple changes to the model by changing the inclusion criteria, reverse coding one of the best practice criteria, and claiming to fix errors. Their model has almost no overlap with the model we reported in Macnamara and Burgoyne (2023).

First, Tipton et al. (2023) used different inclusion criteria for their reanalysis. We included studies that demonstrated the intervention changed students’ mindsets and met at least 60% best practice criteria. Tipton et al. did not use the first criterion, resulting in the inclusion of an additional nine studies (average $d = 0.12$) that failed to demonstrate that the intervention changed students’ mindsets. We are unclear why they used different inclusion criteria for their reanalysis. They did so without explanation.

Second, Tipton and colleagues (2023) reverse-coded the financial incentive status for this model. In doing so, they counted all studies where one or more authors had a financial incentive to report positive effects as meeting the best practice that no authors had a financial incentive, and studies where no authors had a financial incentive as failing to meet this best practice criterion. In other words, studies where authors had a perceived financial conflict of interest were awarded higher quality ratings, whereas studies where no authors had a perceived financial conflict of interest were docked in their study quality rating (i.e., reducing their proportion of best practices met). This resulted in Tipton et al. excluding two studies, Hoang (2018), $d = 0.00$, and Srijam (2014), $d = -0.33$. These authors had no financial incentives but because of Tipton et al.’s reverse coding of the financial incentive variable, they were reported as having met fewer best practices and were excluded from the model. Tipton and colleagues provided no explanation for reverse coding this criterion for this model.

Finally, Tipton et al. (2023) stated that the results we presented for this model were “an artifact of one study being coded erroneously and then included in the high-quality group, and two other studies that were erroneously excluded” (p. 236) and that when they “corrected these errors” (p. 236) they found a significant overall effect. Specifically, they excluded a negative effect size ($d = -0.68$) from Brougham and Kashubeck-West (2018), claiming that we coded it as having an a priori power analysis when it did not and that changing this status lowered it to below threshold for inclusion in this model. In our (Macnamara & Burgoyne’s, 2023) open data, we directed readers to the location of additional information for this study, which includes the calculation of its a priori power analysis. Thus, we (Macnamara & Burgoyne, 2023) correctly coded this study as having an a priori power analysis, and it met the threshold to be included in our model of best available evidence.

Next, Tipton et al. (2023) added two nonpreregistered studies (Yeager, Lee, & Jamieson, 2016; Yeager, Romero et al., 2016), $ds = -0.04, 0.01, 0.11, 0.13$, and 0.16, claiming that they were preregistered and that changing these statuses meets the inclusion criteria for this model. The first study, Yeager, Lee, and Jamieson (2016), did not demonstrate the intervention changed students’ mindsets, so it was not eligible for inclusion in the model. Furthermore, these two studies were not preregistered, see Table 2 (see also Macnamara & Burgoyne, 2023, Table 2). In short, one study has a wiki statement with no methods and was posted after study authors had processed the data, and the other study’s document contained no hypotheses, no methods, and no planned analyses for the impact of a growth mindset on academic achievement. We (Macnamara & Burgoyne, 2023) coded these studies as nonpreregistered, and they failed to meet the threshold of best practices met to be included in our model of best available evidence.

Despite Tipton and colleagues (2023) claiming they conducted a reanalysis of our model, only three of 13 studies they included in their model are the same as in Macnamara and Burgoyne (2023); see Table 2. Tipton et al. provided no explanation for 10 of their 13 inclusions and exclusions. The three studies they excluded were the studies in our model whose results were most counter to the notion

---

5 Tipton et al. (2023) reverse-coded financial incentive status in the best practices model but did not reverse-code financial incentive status when they analyzed financial incentive status as a moderator in a different model.
### Table 2

Comparison of Macnamara and Burgoyne’s (2023) Model of Best Available Evidence and Tipton et al.’s (2023) Reanalysis of This Model

<table>
<thead>
<tr>
<th>Reference</th>
<th>Macnamara and Burgoyne (2023)</th>
<th>Tipton et al. (2023)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brougham and Kashubeck-West (2018)</td>
<td>Included: this study met the inclusion criteria for this model</td>
<td>Excluded: d = -0.68</td>
<td>Tipton et al. (2023) stated that we wrongly coded this study as including an a priori power analysis when the article did not include any power calculations and after changing this status that the study no longer met threshold to enter into this model</td>
</tr>
<tr>
<td>Burnette et al. (2016)</td>
<td>Excluded: this study failed to demonstrate that the intervention changed students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.08 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
<tr>
<td>Burnette et al. (2018)</td>
<td>Excluded: this study failed to demonstrate that the intervention changed students’ mindsets</td>
<td>Included: no explanation given</td>
<td>-0.03 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
<tr>
<td>De Martino et al. (2018)</td>
<td>Included: this study met the inclusion criteria for this model</td>
<td>Excluded: d = -0.07 0.24 0.24</td>
<td>Tipton et al. correctly included this study</td>
</tr>
<tr>
<td>Delpéche (2018)</td>
<td>Excluded: this study failed to demonstrate that the intervention changed students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.16 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
<tr>
<td>Hoang (2018)</td>
<td>Excluded: this study did not report a test of which the intervention changed treatment students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.00 Without explanation, Tipton et al. coded studies where no authors had a financial incentive as not meeting the criterion that no authors had a financial incentive, dropping this study to below threshold</td>
</tr>
<tr>
<td>Holden et al. (2016)</td>
<td>Excluded: this study did not report a test of which the intervention changed treatment students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.02 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
<tr>
<td>Polley (2018)</td>
<td>Excluded: this study did not report a test of which the intervention changed treatment students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.05 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
<tr>
<td>Rienzo et al. (2015)</td>
<td>Include: this study met the inclusion criteria for this model</td>
<td>Included</td>
<td>0.02 Tipton et al. correctly included this study.</td>
</tr>
<tr>
<td>Robinson (2019)</td>
<td>Excluded: this study did not report a test of which the intervention changed treatment students’ mindsets</td>
<td>Included: no explanation given</td>
<td>-0.08 Without explanation, Tipton et al. did not use the same inclusion criteria as Macnamara and Burgoyne (2023) in their reanalysis of this model</td>
</tr>
</tbody>
</table>

(table continues)
### Table 2 (continued)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Macnamara and Burgoyne (2023)</th>
<th>Tipton et al. (2023)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stram (2014)</td>
<td>Included: this study met the inclusion criteria for this model</td>
<td>-0.33</td>
<td>Excluded: no explanation given</td>
</tr>
<tr>
<td>Yeager et al. (2014), Study 2</td>
<td>Excluded: this study did not report a test of whether the intervention changed treatment students’ mindsets</td>
<td>Included: no explanation given</td>
<td>0.23</td>
</tr>
<tr>
<td>Yeager et al. (2014), Study 3</td>
<td>Excluded: this study failed to demonstrate that the intervention changed students’ mindsets</td>
<td>Included: no explanation given</td>
<td>-0.03</td>
</tr>
<tr>
<td>Yeager, Lee, and Jamieson (2016)</td>
<td>Excluded: this study did not report a test of whether the intervention changed treatment students’ mindsets. Also, this study met &lt;60% best practice criteria</td>
<td>Included. Tipton et al. changed the preregistration status to “preregistered”</td>
<td>0.16</td>
</tr>
<tr>
<td>Yeager, Romero et al. (2016)</td>
<td>Excluded: this study met &lt;60% best practice criteria</td>
<td>Included: Tipton et al. changed the preregistration status to “preregistered”</td>
<td>-0.04</td>
</tr>
<tr>
<td>Yeager et al. (2018)</td>
<td>Included: this study met the inclusion criteria for this model</td>
<td>-0.01</td>
<td>Included. Tipton et al. changed the effect size for the lower achieving sample from the preprint version that included all participants, to the published version</td>
</tr>
</tbody>
</table>

**Note.** The inclusion criteria for Macnamara and Burgoyne (2023) for this model were (a) demonstrate that the intervention changed students’ mindsets (significant pre- to posttreatment shift toward growth for treatment students) and (b) meet at least 60% of the best practice criteria.
that growth mindset interventions positively affect students’ academic achievement, \( d_s = -0.68 \) to 0.00.

### Focusing on the Quality of the Evidence

When a literature has high rates of flawed study designs, selective reporting, and bias, researchers should prioritize conducting more rigorous research (Yan & Schuetze, 2023). Currently, the evidence suggests growth mindset intervention effects may be spurious and due to inadequate study design, flawed reporting, and bias. However, we can better assess whether growth mindset interventions are effective if the effect varies systematically across theory-driven factors by focusing on improving study design, comprehensive reporting, and reducing bias in the growth mindset intervention literature. Systematic reviews and meta-analyses should focus on the quality of the evidence being evaluated.

We also appreciate the need to examine heterogeneity, which is why we reported heterogeneity estimates in multiple ways: \( I^2 \), \( \tau^2 \), and 95% confidence intervals. We additionally tested 11 moderators to examine whether these theoretical and methodological factors could account for some of the moderate heterogeneity we observed. Indeed, examining heterogeneity and applying best practices should not be opposing goals; pitting one against the other is a false dichotomy. We can only establish whether replicable, positive effects in subgroups exist if researchers select characteristics of those subgroups consistently and a priori, and if the study followed best practices in study design, reporting, and avoiding bias. In contrast, inconsistent, post hoc selections of subgroup characteristics hinders scientific understanding of mechanisms. In short, researchers need to apply methodological rigor and evaluate study quality when testing for heterogeneity.

### Growth Mindset Is Not Well Established

The mark of a strong theory is one where the evidence for the theory persists when researchers apply methodological rigor. If the mechanism underlying an effect is unclear, investigating causal mechanisms is a prime use of meta-analysis. Researchers conducting meta-analyses should attempt to make sense of conflicting findings and investigate the conditions under which a theory’s hypotheses hold and when they do not. We found that some of mindset theory’s hypotheses held when examining studies with problematic study designs, reporting flaws, and bias. In contrast, evidence for mindset theory’s hypotheses was absent when applying quality control.

### Conclusion

Bias and a lack of rigorous study design and reporting are major areas of concern in the growth mindset intervention literature (Burnette et al., 2023; Macnamara & Burgoyne, 2023; Oyserman, 2023; Yan & Schuetze, 2023). In our meta-analysis and systematic review (Macnamara & Burgoyne, 2023), we described common study design and reporting problems, along with likely bias, in the growth mindset intervention literature. Examples include failing to specify decisions a priori; manipulating multiple variables at once, such that the effect of growth mindset cannot be isolated; claiming nonpreregistered studies are preregistered; and having a financial incentive aligned with a particular outcome (Macnamara & Burgoyne, 2023).

Yan and Schuetze (2023) extended this discussion by describing how mindset theory is underspecified, how mindset measures lack response process validity, and how growth mindset may not be the critical ingredient in growth mindset interventions. They made specific suggestions the field can take to improve the research in this area, including (a) define measurable constructs, (b) specify testable process models, (c) identify subgroups a priori, and (d) present messaging around growth mindset as nuanced as the empirical evidence. Oyserman (2023) further contextualized the discussion by describing how growth mindset is a culturally fluent idea, meaning that it aligns with already-held beliefs. Culturally fluent ideas are often accepted with relatively little criticism. In contrast, when researchers question a culturally fluent idea like growth mindset, they are likely to be met with increased criticism and counterarguments by proponents.

Tipton et al. (2023) focused on differences in analytic approaches between the two meta-analyses. They argued that growth mindset interventions are well established, as evidenced by preregistered studies, and that by applying Burnette et al.’s (2023) analytical approach to our data set, the results are in line both with Burnette et al.’s (2023) results and other preregistered studies. However, in making these arguments, Tipton and colleagues made several concerning study design and reporting decisions common in the growth mindset intervention literature. For example, the preregistered studies they referenced in support of their argument were not actually preregistered. The decisions they made in their reanalysis were post hoc and appeared to favor positive outcomes. In many cases, they gave no rationale for those decisions. Finally, Tipton and colleagues did not disclose that multiple authors on the team have a financial incentive to report positive effects.

Though we appreciate the discussion of multiple meta-analytic approaches, we contend that meta-analytic decisions should be a priori, transparently reported, and consistently applied. Tipton et al. (2023) commentary and analysis illustrated our (Macnamara & Burgoyne, 2023) conclusion: benefits of growth mindset interventions appear most likely to emerge when authors make problematic design and analysis decisions, engage in selective reporting, and have financial incentives to demonstrate benefits of growth mindset interventions.
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